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Important Notices and Disclaimers Concerning IEEE Standards Documents

IEEE Standards documents are made available for use subject to important notices and legal disclaimers. 
These notices and disclaimers, or a reference to this page (https:// standards .ieee .org/ ipr/ disclaimers .html), 
appear in all standards and may be found under the heading “Important Notices and Disclaimers Concerning 
IEEE Standards Documents.”

Notice and Disclaimer of Liability Concerning the Use of IEEE Standards 
Documents

IEEE Standards documents are developed within the IEEE Societies and the Standards Coordinating 
Committees of the IEEE Standards Association (IEEE SA) Standards Board. IEEE develops its standards 
through an accredited consensus development process, which brings together volunteers representing varied 
viewpoints and interests to achieve the final product. IEEE Standards are documents developed by volunteers 
with scientific, academic, and industry-based expertise in technical working groups. Volunteers are not 
necessarily members of IEEE or IEEE SA, and participate without compensation from IEEE. While IEEE 
administers the process and establishes rules to promote fairness in the consensus development process, IEEE 
does not independently evaluate, test, or verify the accuracy of any of the information or the soundness of any 
judgments contained in its standards.

IEEE makes no warranties or representations concerning its standards, and expressly disclaims all warranties, 
express or implied, concerning this standard, including but not limited to the warranties of merchantability, 
fitness for a particular purpose and non-infringement. In addition, IEEE does not warrant or represent that the 
use of the material contained in its standards is free from patent infringement. IEEE standards documents are 
supplied “AS IS” and “WITH ALL FAULTS.”

Use of an IEEE standard is wholly voluntary. The existence of an IEEE Standard does not imply that there 
are no other ways to produce, test, measure, purchase, market, or provide other goods and services related to 
the scope of the IEEE standard. Furthermore, the viewpoint expressed at the time a standard is approved and 
issued is subject to change brought about through developments in the state of the art and comments received 
from users of the standard.

In publishing and making its standards available, IEEE is not suggesting or rendering professional or other 
services for, or on behalf of, any person or entity, nor is IEEE undertaking to perform any duty owed by any 
other person or entity to another. Any person utilizing any IEEE Standards document, should rely upon his or 
her own independent judgment in the exercise of reasonable care in any given circumstances or, as appropriate, 
seek the advice of a competent professional in determining the appropriateness of a given IEEE standard.

IN NO EVENT SHALL IEEE BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, 
EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO: THE 
NEED TO PROCURE SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; 
OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, 
WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR 
OTHERWISE) ARISING IN ANY WAY OUT OF THE PUBLICATION, USE OF, OR RELIANCE 
UPON ANY STANDARD, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE AND 
REGARDLESS OF WHETHER SUCH DAMAGE WAS FORESEEABLE.

Translations

The IEEE consensus development process involves the review of documents in English only. In the event that 
an IEEE standard is translated, only the English version published by IEEE is the approved IEEE standard.
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Official statements

A statement, written or oral, that is not processed in accordance with the IEEE SA Standards Board Operations 
Manual shall not be considered or inferred to be the official position of IEEE or any of its committees and shall 
not be considered to be, nor be relied upon as, a formal position of IEEE. At lectures, symposia, seminars, 
or educational courses, an individual presenting information on IEEE standards shall make it clear that the 
presenter’s views should be considered the personal views of that individual rather than the formal position of 
IEEE, IEEE SA, the Standards Committee, or the Working Group.

Comments on standards

Comments for revision of IEEE Standards documents are welcome from any interested party, regardless of 
membership affiliation with IEEE or IEEE SA. However, IEEE does not provide interpretations, consulting 
information, or advice pertaining to IEEE Standards documents.

Suggestions for changes in documents should be in the form of a proposed change of text, together with 
appropriate supporting comments. Since IEEE standards represent a consensus of concerned interests, it is 
important that any responses to comments and questions also receive the concurrence of a balance of interests. 
For this reason, IEEE and the members of its Societies and Standards Coordinating Committees are not able to 
provide an instant response to comments, or questions except in those cases where the matter has previously 
been addressed. For the same reason, IEEE does not respond to interpretation requests. Any person who would 
like to participate in evaluating comments or in revisions to an IEEE standard is welcome to join the relevant 
IEEE working group. You can indicate interest in a working group using the Interests tab in the Manage Profile 
and Interests area of the IEEE SA myProject system. An IEEE Account is needed to access the application.

Comments on standards should be submitted using the Contact Us form.

Laws and regulations

Users of IEEE Standards documents should consult all applicable laws and regulations. Compliance with 
the provisions of any IEEE Standards document does not constitute compliance to any applicable regulatory 
requirements. Implementers of the standard are responsible for observing or referring to the applicable 
regulatory requirements. IEEE does not, by the publication of its standards, intend to urge action that is not in 
compliance with applicable laws, and these documents may not be construed as doing so.

Data privacy

Users of IEEE Standards documents should evaluate the standards for considerations of data privacy and 
data ownership in the context of assessing and using the standards in compliance with applicable laws and 
regulations.

Copyrights

IEEE draft and approved standards are copyrighted by IEEE under US and international copyright laws. They 
are made available by IEEE and are adopted for a wide variety of both public and private uses. These include 
both use, by reference, in laws and regulations, and use in private self-regulation, standardization, and the 
promotion of engineering practices and methods. By making these documents available for use and adoption 
by public authorities and private users, IEEE does not waive any rights in copyright to the documents.
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Photocopies

Subject to payment of the appropriate licensing fees, IEEE will grant users a limited, non-exclusive license to 
photocopy portions of any individual standard for company or organizational internal use or individual, non-
commercial use only. To arrange for payment of licensing fees, please contact Copyright Clearance Center, 
Customer Service, 222 Rosewood Drive, Danvers, MA 01923 USA; +1 978 750 8400; https:// www .copyright 
.com/ . Permission to photocopy portions of any individual standard for educational classroom use can also be 
obtained through the Copyright Clearance Center.

Updating of IEEE Standards documents

Users of IEEE Standards documents should be aware that these documents may be superseded at any time 
by the issuance of new editions or may be amended from time to time through the issuance of amendments, 
corrigenda, or errata. An official IEEE document at any point in time consists of the current edition of the 
document together with any amendments, corrigenda, or errata then in effect.

Every IEEE standard is subjected to review at least every 10 years. When a document is more than 10 years old 
and has not undergone a revision process, it is reasonable to conclude that its contents, although still of some 
value, do not wholly reflect the present state of the art. Users are cautioned to check to determine that they have 
the latest edition of any IEEE standard.

In order to determine whether a given document is the current edition and whether it has been amended through 
the issuance of amendments, corrigenda, or errata, visit IEEE Xplore or contact IEEE. For more information 
about the IEEE SA or IEEE’s standards development process, visit the IEEE SA Website.

Errata

Errata, if any, for all IEEE standards can be accessed on the IEEE SA Website. Search for standard number and 
year of approval to access the web page of the published standard. Errata links are located under the Additional 
Resources Details section. Errata are also available in IEEE Xplore. Users are encouraged to periodically 
check for errata.

Patents

IEEE Standards are developed in compliance with the IEEE SA Patent Policy.

Attention is called to the possibility that implementation of this standard may require use of subject matter 
covered by patent rights. By publication of this standard, no position is taken by the IEEE with respect to the 
existence or validity of any patent rights in connection therewith. If a patent holder or patent applicant has 
filed a statement of assurance via an Accepted Letter of Assurance, then the statement is listed on the IEEE 
SA Website at https:// standards .ieee .org/ about/ sasb/ patcom/ patents .html. Letters of Assurance may indicate 
whether the Submitter is willing or unwilling to grant licenses under patent rights without compensation 
or under reasonable rates, with reasonable terms and conditions that are demonstrably free of any unfair 
discrimination to applicants desiring to obtain such licenses.

Essential Patent Claims may exist for which a Letter of Assurance has not been received. The IEEE is not 
responsible for identifying Essential Patent Claims for which a license may be required, for conducting inquiries 
into the legal validity or scope of Patents Claims, or determining whether any licensing terms or conditions 
provided in connection with submission of a Letter of Assurance, if any, or in any licensing agreements are 
reasonable or non-discriminatory. Users of this standard are expressly advised that determination of the 
validity of any patent rights, and the risk of infringement of such rights, is entirely their own responsibility. 
Further information may be obtained from the IEEE Standards Association.
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IMPORTANT NOTICE

IEEE Standards do not guarantee or ensure safety, security, health, or environmental protection, or ensure against 
interference with or from other devices or networks. IEEE Standards development activities consider research 
and information presented to the standards development group in developing any safety recommendations. 
Other information about safety practices, changes in technology or technology implementation, or impact 
by peripheral systems also may be pertinent to safety considerations during implementation of the standard. 
Implementers and users of IEEE Standards documents are responsible for determining and complying with 
all appropriate safety, security, environmental, health, and interference protection practices and all applicable 
laws and regulations.
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Introduction

This introduction is not part of IEEE Std 7001™-2021, IEEE Standard for Transparency of Autonomous Systems.

IEEE Std 7001-2021, IEEE Standard on Transparency of Autonomous Systems, sets out measurable, testable 
levels of transparency for autonomous systems. The standard was inaugurated to help make actionable the 
principle that it should always be possible to understand why and how an autonomous system made a particular 
decision and the consequential system’s behaviors. Transparency is one of the eight general principles set out 
in IEEE Ethically Aligned Design [B21],1 stated as “The basis of a particular autonomous and intelligent 
system decision should always be discoverable.” A working group tasked with drafting this standard was 
proposed in direct response to a recommendation in the general principles section of IEEE Ethically Aligned 
Design.

The IEEE Project Authorization Request (PAR) was approved on 7 December 2016. The sponsor committees 
are VT/ITS—Intelligent Transportation Systems and the RAS/SC Standing Committee for Standards.

The IEEE 7000 series of IEEE standards have been developed in parallel with IEEE’s ethics certification 
program for autonomous and intelligent systems and have benefitted from the pool of global expertise of 
IEEE.

The specific aim of the ethics artificial intelligence system (AIS) certification program has been to develop 
assessment criteria that assist duty holders with “self” or “independent” ethical scrutiny and assurance of 
products, services, and systems. The ethics AIS certification program’s objectives are therefore complementary 
to the guidelines and requirements of the IEEE 7000 series of standardization projects and standards. In 
particular, the ethics AIS certification criteria are focused on the manifest and verifiable emergent properties/
outcomes, whereas our standards generally prescribe processes for the realization of a range of ethical 
attributes.

The IEEE certification program on ethics AIS and the IEEE 7000 series of technology ethics standards provide 
a comprehensive best practice and voluntary toolkit for responsible ethically aligned design and deployment 
of autonomous and intelligent systems.

For more information visit: https:// ethicsinaction .ieee .org/ p7000/ .

1The numbers in brackets correspond to those of the bibliography in Annex C.
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1. Overview

1.1 Scope

This standard is broadly applicable to all autonomous systems, including both physical and non-physical 
systems. Examples of the former include vehicles with automated driving systems or assisted living (care) 
robots. Examples of the latter include medical diagnosis (recommender) systems or chatbots. Of particular 
interest to this standard are autonomous systems that have the potential to cause harm. Safety-critical systems 
are therefore within scope. This standard considers systems that have the capacity to directly cause either 
physical, psychological, societal, economic or environmental, or reputational harm, as within scope. Harm 
might also be indirect, such as unauthorized persons gaining access to confidential data or “victimless crimes” 
that affect no-one in particular yet have an impact upon society or the environment.

Intelligent autonomous systems that use machine learning are also within scope. The data sets used to train 
such systems are also within the scope of this standard when considering the transparency of the system as a 
whole.

This standard provides a framework to help developers of autonomous systems both review and, if needed, 
design features into those systems to make them more transparent. The framework sets out requirements for 
those features, the transparency they bring to a system, and how they would be demonstrated in order to 
determine conformance with this standard.

Future standards may choose to focus on specific applications or technology domains. This standard is intended 
as an “umbrella” standard from which domain-specific standards might develop (for instance, standards for 
transparency in autonomous vehicles, medical or healthcare technologies, etc.).

This standard does not provide the designer with advice on how to design transparency into their system. 
Instead, it defines a set of testable levels of transparency and a standard set of requirements that shall be met in 
order to satisfy each of these levels.

Transparency cannot be assumed. An otherwise well-designed system may not be transparent. Many well-
designed systems are not transparent. Autonomous systems, and the processes by which they are designed, 
validated, and operated, will only be transparent if this is designed into them. In addition, methods for testing, 
measuring, and comparing different levels of transparency in different systems are needed.

Note that system-system transparency (transparency of one system to another) is out of scope for this standard. 
However, this document does address the transparency of the engineering process. Transparency regarding 
how subsystems within an autonomous system interact is also within the scope of this standard.

IEEE Standard for Transparency 
of Autonomous Systems

Authorized licensed use limited to: Anish Samuel. Downloaded on September 18,2024 at 04:16:08 UTC from IEEE Xplore.  Restrictions apply. 
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1.2 Purpose

The purpose of this standard is to set out measurable, testable levels of transparency for autonomous systems. 
The general principle behind this standard is that it should always be possible to understand why and how the 
system behaved the way it did. Transparency is one of the eight General Principles set out in IEEE Ethically 
Aligned Design [B21], stated as “The basis of a particular autonomous and intelligent system decision should 
always be discoverable.” A working group tasked with drafting this standard was set up in direct response to a 
recommendation in the general principles section of IEEE Ethically Aligned Design.

There are several reasons transparency is important:

— Modern autonomous systems are designed to work with or alongside humans who need to be able to 
understand what the systems are doing and why. Imagine a care robot that behaves in a way that is 
puzzling or unpredictable. Persons that interact with the robot and their wardens may be less likely to 
have confidence in the robot, therefore they will be less likely to make full use of it. Transparency is 
important in adjusting expectations and, hence, building confidence.

— Autonomous systems can sometimes fail. If physical robots fail, they can cause physical harm or 
injury. Failure of non-physical (software) systems can also cause harm. A medical diagnosis artificial 
intelligence system (AIS) might, for instance, give the wrong diagnosis, or a credit scoring AIS might 
make an incorrect recommendation and cause a person’s loan application to be rejected. Without 
transparency, finding out what went wrong and why is extremely difficult and may, in some cases, be 
impossible. Equally, finding out how and why a system made a correct decision is important for the 
processes of verification and validation.

— Without transparency, accountability and the attribution of responsibility can be difficult. Public 
confidence in technology requires both transparency and accountability. Transparency is needed so 
that the public can understand who is responsible for the way autonomous systems work and—equally 
importantly—sometimes do not work. It might also be important to establish who is responsible for 
insurance or regulatory purposes or in an administrative proceeding or court of law. Transparency 
improves accountability, which might in turn support judicial processes. Finally, following high 
profile accidents, society can benefit from the reassurance of knowing that problems have been found 
and addressed.

1.3 Target audience

The target audience of this standard are those designers, developers, builders, maintainers, and operators, as 
well as decision-makers and procurers in organizations using and deploying autonomous systems (collectively, 
“designers”) of autonomous systems who either wish to or are required to engineer systems that have a certain 
degree of transparency. This standard can help designers to self-assess the transparency of their system and 
then provide recommendations for additional transparency measures if necessary. The standard can also help 
transparency requirements to be specified in such a way that conformance can be demonstrated.

A secondary audience for this standard are groups who benefit from transparency. These groups are referred to 
as stakeholders. There are two groups of stakeholders:

— Stakeholders who benefit directly from increased transparency—these include both direct users of 
autonomous systems and wider society (see 5.1).

— Expert stakeholders who require transparency as part of their work—these include certification or 
regulatory bodies, incident/accident investigators, and expert advisors in administrative actions or 
litigation (see 5.2).

Authorized licensed use limited to: Anish Samuel. Downloaded on September 18,2024 at 04:16:08 UTC from IEEE Xplore.  Restrictions apply. 
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1.4 Approaches to transparency

Broadly, transparency requires three parallel approaches, as follows:

— The first is process standards for ethically aligned design; that is, standards setting out human processes 
for ethically designing, validating, and operating robotics and AI systems. The IEEE Standards 
Association working groups are currently drafting a series of so-called human standards. The first of 
these, IEEE Std 7000™-2021, [B25], is a model process for addressing ethical concerns during system 
design.

— Second, a standard is needed for transparency; IEEE Std 7001-2021 is that standard.

— Third, technologies for transparency are needed. This standard does not specify technologies to support 
transparency, although for one stakeholder group, incident/accident investigators, this standard 
requires data logging to be incorporated into autonomous systems. Data logging is required to provide 
investigators with time stamped records of what a system was doing prior to and during an incident. 
The technical specification of such data logging systems is outside the scope of this standard.

Transparency has widespread economic and social benefits, such as greater social trust. Greater transparency 
eases coordination through sharing of information such as plans, intentions, and status. Transparency can 
inform consumer choice, thereby rewarding quality and excellence, and encourages less scrupulous actors to 
change their behavior. Transparency also allows incentives to be aligned more easily. For example, insurers 
may be able to offer a more accurate premium if they better understand the characteristics of an autonomous 
system in its operation and not merely after an incident.

However, transparency should be designed into the system; ideally from its inception rather than retroactively. 
The quality of transparency does not manifest without careful consideration and adherence to best practices 
and rigorous standards.

1.5 How to apply this standard

There are two ways in which this standard can be applied in practice, as follows:

— A System Transparency Assessment (STA) is the process of evaluating the transparency of an existing 
autonomous system, for each stakeholder group.

A system is conformant with IEEE Std 7001-2021 if the STA determines that it meets at least 
Transparency Level 1 in at least one declared stakeholder group. Such minimal conformance may 
not be acceptable to the stakeholders of the system in question. Determination of what are appropriate 
or minimum acceptable levels of transparency for a given system is made by writing a System 
Transparency Specification (STS), as defined in the next list item. Direct comparison of transparency 
requirements in the STS with measured transparency in the STA can help reveal transparency gaps that 
need to be addressed. Information that improves transparency shall also be provided in an accessible 
format that supports comprehension by stakeholders.

— An STS is the process of defining the transparency requirements of an autonomous system, for each 
stakeholder group. An STS may be written at any time during a system’s lifecycle, though the best and 
expected practice would be to specify transparency requirements prior to system design (see IEEE/
ISO/IEC Std 15288:2015 [B26] and IEEE/ISO/IEC Std 12207:2017 [B30]).

It is important to note that transparency requirements will vary considerably from one system to another. A 
prerequisite of writing an STS is to decide on the appropriate level of transparency for each stakeholder group 
and for the system under consideration.
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Detailed guidelines on how and when to apply this standard, with templates for the processes of STA and 
STS, are given in Annex A. This standard does not prescribe minimum acceptable levels of transparency for 
particular autonomous systems (or categories of systems), however, detailed worked examples of STA and 
STS are given in a set of scenarios, for both fictional and (some) real autonomous systems, in Annex B.

1.6 Word usage

The word shall indicates mandatory requirements strictly to be followed in order to conform to the standard 
and from which no deviation is permitted (shall equals is required to).2,3

The word should indicates that among several possibilities one is recommended as particularly suitable, 
without mentioning or excluding others; or that a certain course of action is preferred but not necessarily 
required (should equals is recommended that).

The word may is used to indicate a course of action permissible within the limits of the standard (may equals 
is permitted to).

The word can is used for statements of possibility and capability, whether material, physical, or causal (can 
equals is able to).

2. Normative references
The following referenced documents are indispensable for the application of this document (i.e., they must 
be understood and used, so each referenced document is cited in text and its relationship to this document is 
explained). For dated references, only the edition cited applies. For undated references, the latest edition of the 
referenced document (including any amendments or corrigenda) applies.

IEC/IEEE 82079-1, International Standard for Preparation of information for use (instructions for use) of 
products—Part 1: Principles and general requirements.4,5,6

3. Definitions, acronyms, and abbreviations

3.1 Definitions

For the purposes of this document, the following terms and definitions apply. The IEEE Standards Dictionary 
Online should be consulted for terms not defined in this clause. 7

autonomous system: A system that has the capacity to make decisions itself in response to some input data 
or stimulus with a varying degree of human oversight or intervention depending on the system’s level of 
autonomy.

domain expert users: Persons who carry some responsibility for how an autonomous system is used or are 
responsible for operating and supervising autonomous systems.

2The use of the word must is deprecated and cannot be used when stating mandatory requirements, must is used only to describe 
unavoidable situations.
3The use of will is deprecated and cannot be used when stating mandatory requirements, will is only used in statements of fact.
4IEC publications are available from the International Electrotechnical Commission (https:// www .iec .ch/ ). IEC publications are also 
available in the United States from the American National Standards Institute (http:// www .ansi .org).
5The IEEE standards or products referred to in this clause are trademarks of The Institute of Electrical and Electronics Engineers, Inc.
6IEEE publications are available from The Institute of Electrical and Electronics Engineers, 445 Hoes Lane, Piscataway, NJ 08854, USA 
(https:// standards .ieee .org/ ).
7IEEE Standards Dictionary Online is available at: http:// dictionary .ieee .org. An IEEE Account is required for access to the dictionary, 
and one can be created at no charge on the dictionary sign-in page.
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explainability: The extent to which the information made transparently available to a stakeholder can be 
readily interpreted and understood by a stakeholder.

non-expert users: Persons who have only a brief interaction or who interact every day with an autonomous 
system.

stakeholders: An individual or organization having a right, share, claim, or interest in a system or in its 
possession of characteristics that meet their needs and expectations.

superusers: Experts not only in autonomous systems but also in the particular systems for which they are 
responsible. See also: domain expert users.

System Transparency Assessment (STA): The process of evaluating the transparency of an existing 
autonomous system, for each stakeholder group.

System Transparency Specification (STS): The process of defining the transparency requirements of an 
autonomous system for each stakeholder group.

transparency: A transfer of information from an autonomous system or its designers to a stakeholder that is 
truthful; contains information relevant to the causes of some action, decision, or behavior; and is presented 
at a level of abstraction and in a form meaningful to the stakeholder. Transparency should be mindful of the 
stakeholders’ likely perception and comprehension, and should avoid disclosing information in a manner that, 
while technically true, is framed in a way that leads to misapprehension.

3.2 Acronyms and abbreviations

AIS artificial intelligence system

GDPR General Data Protection Regulation

Med DSS medical decision support system

NLP natural language processing

STA System Transparency Assessment

STS System Transparency Specification

4. Key concepts

4.1 System transparency and explainability

The principle behind this standard is that it should always be possible to understand why and how (e.g., by what 
decision-making logic, algorithm, or prediction mechanism) an autonomous system behaved in a particular 
way.

In this document, the term transparency refers to a transfer of information from an autonomous system, or 
its configurers, operators, designers and developers to a stakeholder. Such information shall be truthful; 
contain information relevant to the causes of some action, decision, or behavior; and be presented at a level 
of abstraction and in a form (typically natural language) meaningful to the stakeholder. Such information can 
be offered both to account for past behavior and to describe potential future behavior, as well as to expose the 
capabilities and limitations of a system.

To consider an autonomous system transparent for inspection, the stakeholder should have the ability to 
request meaningful explanations of the system’s status, either at a specific moment or over a specific period 
or of the general principles by which decisions are made (as appropriate to the stakeholder) (see Theodorou, 
Wortham, and Bryson, [B56]).
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The system’s status shall include relevant goals; progress in relation to those goals; models of its past, current, 
and potential future environmental context (from sensors and other information); and relevant information 
about its current performance, such as reliability and error messages (see Wortham, Theodorou, and Bryson 
[B63]). For an autonomous system to be considered transparent, this information shall be presented in a human 
understandable form.

However, a developer may not be able or may not wish to achieve the same degree of transparency in all 
systems; for instance, non-expert users likely do not need logs of sensor inputs whereas incident investigators 
are likely to need precisely such information. Transparency is a quality that enables technical experts such as 
designers, testers, behavioral analysts and incident investigators to access data from a system that describes 
the process behind its decisions and behaviors.

Thus, this standard defines different levels of transparency based on the system itself and the stakeholder 
accessing the transparent information. Some of these levels (all levels for some stakeholders) require the 
system to be explainable, not just transparent, in order to conform with this standard.

A system that is explainable is said to have the quality of explainability. Explainability describes the extent 
to which the information made transparently available to a stakeholder can be readily interpreted by that 
stakeholder. Explainability is defined as the extent to which the internal state and decision-making processes 
of an autonomous system are accessible to non-expert stakeholders. Such explanations could be generated 
either by the system itself, or by a separate (machine) interpreter. Explainability requires being able to describe 
the causality behind a system’s actions, at some level of abstraction appropriate to a non-expert.

It should be noted that the terms transparency and explainability are used in many subfields of artificial 
intelligence, robotics, and autonomous systems with slightly different meanings. Our intent here is to define 
their usage within this standard, not to mandate or prescribe their usage elsewhere. In particular, it is noted that 
in many areas of AI and robotics transparency refers to what this document refers to as explainability. In other 
words, it refers to the provision of information in a form readily understandable by a stakeholder and, indeed, 
the concept of explainability as defined here draws on these definitions. Similarly, it is noted that there are 
fields in which the term transparency implies that the system has become invisible to the user so that they feel 
they are directly controlling a task of the system (see Sheridan and Verplank [B51]).

Transparency is necessary but not sufficient for reducing the risk of psychological harm or distress. 
Explainability is a crucial additional factor for building trust and assurance between an autonomous system 
and its end-users or members of the public. It is also important to note that providing an explanation does not 
necessarily make a system’s actions completely transparent (see De Graaf and Malle [B13]).

4.2 System autonomy

For the purpose of this standard, an autonomous system is defined as a system that has the capacity to make 
decisions itself in response to some input data or stimulus with a varying degree of human intervention, 
depending on the system’s level of autonomy.

System autonomy falls on a spectrum from zero to full autonomy, where zero means the system is entirely 
under human control and full autonomy means the system can accomplish a goal without human guidance or 
intervention.

Levels of autonomy are included in this section in order to emphasize that “autonomous systems” addressed in 
this standard is a superset that includes semi-autonomous or supervised autonomous systems (which describe 
most extant systems).

There are many definitions in the literature for degrees (or levels) of autonomy. Sheridan [B50] defined 
10 levels of autonomy from level 1, i.e., “computer offers no assistance,” to level 10, i.e., “computer does 
everything even ignoring the human.” Endsley and Kaber [B18] similarly defined 10 levels from level 1, 
i.e., “manual control,” to level 10, i.e., “full automation in which the system carries out all actions and itself 
decides if it needs to suspend operation for human intervention.”
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NIST introduced the Autonomy Levels for Unmanned Systems (ALFUS) as a nomenclature consisting of four 
levels of autonomy, namely, remote controlled, teleoperated, semi-autonomous, and fully autonomous (see 
NIST SP 1011-II-1.0 [B38]).

Based on ALFUS nomenclature, Durst and Gray [B16] expanded these four levels as follows:

a) Human Operated: A human operator makes all decisions.

b) Human Delegated: The system can perform many functions independently of human control when 
delegated to do so.

c) Human Supervised: The system can perform a wide variety of activities when given top-level 
permission or direction by a human.

d) Fully Autonomous: The system receives goals from humans and translates them into tasks to be 
performed without human interaction.

There are three components of supervised autonomy, as follows:

— Direction, i.e., telling a system what to do

— Monitoring, i.e., watching what the system is doing

— Control, i.e., being able to intervene and change what the system is doing

Regarding control, shared autonomy is a frequently used term to describe the situation where control of a 
machine is shared between a human operator and a computer system to achieve a goal, either remotely (as in 
Mercier and Tessier [B37]) or in the same shared space. In this situation, conflicts are likely to occur, and how 
easily these conflicts are resolved depends on the transparency of the machine’s reasoning.

In IEEE Std 1872-2015, IEEE Standard on Ontologies for Robotics and Automation [B24], the definitions 
of the levels of autonomy follow the operation modes defined by the ALFUS nomenclature. Furthermore, 
IEEE Std 1872-2015 defines the automated attribute for systems acting as automata in a process, e.g., 
clockworks [B24].

For driverless cars, the Society of Automotive Engineers has defined six levels of autonomy from level 0, 
manually driven, to level 5, fully autonomous in all driving scenarios (SAE J3016_201806 [B45]).

It is worth noting the degree of autonomy of a system could vary depending on the scale of the system inspection. 
For example, a system could be semi-autonomous when completing an intended task, but could contain one 
or several autonomous sub-systems, e.g., relying on narrow artificial intelligence such as computer/machine 
vision processes, which can perform some sub-tasks autonomously (see Olszewska [B41]).

Furthermore, all of the systems this standard interact with humans in some way. For example, the system can 
make a recommendation to a human user on the basis of some digital input data, or in the case of a physical 
robot, make a decision about a course of action in response to sensor input data. Hence, in practice, no such 
system is 100% autonomous (i.e., self-determining), since all these systems are at some level commanded, 
monitored, and/or supervised by humans.

A further helpful reference in the context of Human-Robot Interaction is “Towards a framework for levels 
of robot autonomy in human-robot interaction,” (Beer, Fisk, and Rogers [B4]). For a deeper and broader 
perspective, see also the MIT series Intelligent Robotics and Autonomous Agents [B3].
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5. Transparency requirements by stakeholder and level
Requirements for measurable, testable levels of transparency are set within each stakeholder category. Levels 
of transparency are defined from 0 (no transparency) to 5 (the maximum achievable level of transparency). 
Each definition is a requirement, expressed as a qualitative property of the system that must be met. In each 
case, the test is simply that of determining whether the requirement is met or not, i.e., the transparency property 
required by a given level for a given stakeholder group is either demonstrably present or it is not. The choice 
of five levels is a compromise between a reasonable degree of granularity while allowing for discernible 
differences between successive levels.

Levels 1 to 5 have been defined to describe successively greater levels of transparency. All levels are judged 
to be technically feasible while each successive level is typically more challenging. For two categories of 
stakeholder, each level builds upon previous levels, so it is expected that when a system meets level n for a 
particular category, then it also meets levels n – 1, etc.

Stakeholder categories and their transparency definitions are independent of each other. There is no 
expectation that if a system meets level n in one category it will also meet the same level in other stakeholder 
categories. Levels that are not cumulative or categories that are not strictly independent are noted in 5.1 and 
5.2. It should also be noted that any particular stakeholder may be interested in the transparency measures of 
other stakeholders for redundancy and cross-validation purposes.

Note that the levels of transparency set out in this clause are unrelated to the levels of autonomy in 4.2. 
Similarly, there is no expectation that higher-autonomy systems are required to conform with the higher levels 
of transparency in any of the categories below.

This clause is presented in two parts: Subclause 5.1 covers stakeholders who benefit directly from increased 
transparency and 5.2 covers expert stakeholders who require transparency as part of their work.

This standard recognizes but does not intend to restate or replace applicable laws and regulations regarding 
personal data, data privacy and data security. Users of this standard are responsible for referring to and 
observing all such laws and regulations. Conformance with the provisions of this standard does not imply 
conformance with any applicable legal or regulatory requirements.

5.1 Stakeholders who benefit directly from increased transparency

5.1.1 Users of autonomous systems

Autonomous systems shall provide a simple, understandable way for the user to understand what the system is 
doing and why and how the system is doing what it is doing. Not all users will require the same degree of system 
transparency; non-expert users will typically need simple and understandable high-level explanations of a 
system’s decisions and actions, while expert users will require more complete and informative transparency.

The term user is defined as falling on a broad spectrum from non-expert users of autonomous systems to 
superusers, as follows:

— Non-expert users include both persons who have only a brief interaction with the system (for instance, 
when collecting a food delivery from an autonomous delivery robot or when using an automated hotel 
checking-in system) and persons who interact every day with the system (for instance, an assisted 
living robot, robot vacuum cleaner, or conversational AIS such as a smart speaker). Falling between 
non-expert users and superusers, is a category of domain expert users.

— Domain expert users include, for instance, a medical doctor using a medical diagnosis AIS as a 
diagnostic assistant in a clinical setting or a team of nuclear systems engineers supervising a semi-
autonomous robot (or system of robots) to remotely repair or upgrade a reactor. Such domain expert 
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users carry some responsibility for how the system is used. The clinician, for instance, is responsible 
for interpreting the advice given by her diagnostic assistant. Similarly, the nuclear engineers are 
responsible for how the robots are deployed. This category also includes owner-drivers of autonomous 
vehicles as they too are responsible for the autonomous vehicle while its driver assist functions are 
engaged. Another group of domain expert users are those responsible for operating and supervising 
autonomous systems, for instance, those persons charged with managing and dispatching autonomous 
food delivery robots.

— Superusers are experts not only in autonomous systems but the particular systems for which they are 
responsible. Such superusers include persons responsible for development, fault diagnosis, repair, 
maintenance and upgrade, in addition to the operation and supervision, of particular autonomous 
systems.

It is noted that explaining current behavior/actions and explaining the system’s general principles of operation 
are separate aspects of transparency. In defining transparency for users, it is necessary to be mindful of the 
importance of managing expectations of what the system can and cannot do in a way that does not confuse or 
upset the non-expert user.

For this category of stakeholder, the levels of transparency are not progressive, i.e., fulfillment of an earlier 
level is not necessary to achieve a higher one.

Transparency requirements for users are given in Table 1.

Table 1—Transparency requirements for users
Level Definition

0 
(lowest)

No transparency.

1 The user shall be provided with accessiblea information that provides as a minimum the following: a) 
example scenarios with the expected and anticipated system behavior including degraded modes of 
operation and b) general principles of its operation, i.e., if there is a learning component and what data it 
uses. 
The documentation shall explain the system’s general principles of operation. For a system that uses 
machine learning the documentation should provide a simple explanation of which sources the system 
examines/uses as part of the learning process, including any possible sources of bias. 
This documentation shall for example be in the form of a written manual, pictorial, or audio guide as 
appropriate to the user, which provides the user with an explanation of how the system behaves in the 
various circumstances and situations its designers expect it to encounter. 
Domain expert users and superusers shall be provided with user documentation as specified above and 
prepared in accordance with IEC/IEEE 82079-1b. This documentation shall detail the safe operation and 
supervision of the system. 
For superusers, the documentation shall additionally detail procedures for system fault diagnosis, repair, 
maintenance, upgrade, and end-of-life decommissioning.

2 The user shall be provided with interactive training material that allows the user to rehearse their 
interactions with the system in specific and relevant virtual situations. 
This interactive material shall be in the form of an interactive presentation, video, or simulation, which 
allows the user to rehearse their interactions with the system in specific different situations. 
In addition, domain expert users and superusers shall be provided with interactive training materials on the 
safe operation and supervision of the system. Superusers shall additionally be provided with interactive 
training materials covering fault diagnosis, repair, maintenance, upgrade, and end-of-life decommissioning.

Table continues
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Level Definition
3 The non-expert user shall be provided with user-initiated functionality that produces a brief and immediate 

explanation of the system’s most recent activity. These explanations shall be expressed through commonly 
understandable means such as natural language or another appropriate medium (e.g., a pictorial). 
Neither making requests nor understanding the system’s responses to those requests shall require that the 
non-expert user undergo any training. However, advisories for safety or legal reasons are acceptable as may 
be necessary. 
An example would be a robot or physical system equipped with a speech recognition system that will 
respond to the user asking, “Robot why did you just do that?” by producing—in plain language—a spoken 
explanation for its most recent action. For instance: “I stopped because I am programmed not to bump into 
you.” An example of a non-physical system would be software in which either a touch screen button or a 
spoken request produces a similar explanation. An example of an advisory would be information on safety 
that must be understood prior to use, such as important safety information, or an age restriction. 
For systems designed to be used by domain experts, the same functionality specified above shall be 
provided, except that a) the system shall allow explanations for any of its recent decisions to be requested 
and b) the explanations may be expressed using domain appropriate language. Domain experts shall 
additionally be provided with documentation detailing how these explanations should be requested and 
interpreted. Such documentation should also cover natural language processing (NLP) subsystems, if 
present. 
An example would be a medical doctor using a medical diagnosis AIS as a diagnostic assistant. The system 
would allow the doctor to ask for an explanation of a recent recommendation, in language that allows the 
doctor to assess its plausibility.

4 The non-expert user shall be provided with a user-initiated functionality that produces a brief and 
immediate explanation of what the system does in a given situation. Conformance with this level of 
transparency allows the user to explore hypothetical “what if” scenarios in a given situation, if applicable to 
the system’s scope of work. 
Neither making requests nor understanding the system’s responses to those requests shall require that the 
non-expert user undergo any training, though familiarization with the system’s user documentation is 
required. 
A robot or physical system should be able to respond to requests (possibly including gestures or eye 
contact) including both “Why did you just do that?” and “What would you do if .. xxx ..?” (for example 
“Robot what would you do if I fell down?” or “Robot what would you do if I forget to take my medicine?”), 
in natural language or equivalent signals. 
Non-physical systems should have an equivalent function, allowing the user to ask, “What would you 
decide/recommend if I asked you xxx, and why?” 
For systems designed to be used by domain experts, the same functionality specified here shall be provided, 
except that the explanations may be expressed using domain appropriate language. Domain experts shall 
additionally be provided with documentation detailing how these explanations should be requested and 
interpreted. Such documentation should also cover NLP subsystems, if present. 
Importantly this level of transparency allows the user to explore counterfactuals (see Wachter, Mittelstadt, 
and Russell [B57]).

5 
(highest)

The user shall be provided with a continuous explanation of behavior that adapts the content and 
presentation of the explanation based on the user’s information needs and context. This shall include access 
to log files and training data as long as they do not contain sensitive information such as personal data. 
An explanation of operation shall be achieved through some visual display, where simple explanations 
are visible after the system performs an action, or through the vocalization of explanatory sentences as the 
system performs an action. 
Non-expert users shall not be required to expend additional effort to access relevant explanations. (see 
Gregor and Benbasat [B20] and Kulesza, Stupf, and Burnett [B35]). This interaction shall be adaptive to 
the user’s interaction history as confidence is easily lost if e.g., the system behaves unexpectedly. 
Additional explanatory detail shall be available, on demand, as required by domain expert users or 
superusers, making it possible for them to interactively explore the system and its operation.

aAccessible means: in a format that is appropriate to the audio, visual or cognitive capabilities of the system’s intended users.
bInformation on references can be found in Clause 2.

5.1.2 The general public and bystanders

Transparency to wider society is needed in order to set expectations for the operation of autonomous systems 
and to help with building public confidence in the technology in an effort to reduce the potential for misuse and 
disuse of the technology. The role of the media in shaping public opinion is an important consideration here.

Table 1—Transparency requirements for users (continued)
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The general public are those persons who do not directly encounter an autonomous system but, nevertheless, 
may be affected directly or indirectly by its deployment. The public, through education, ethically aligned 
design in accordance with this and other standards, and legislation, should be empowered to make informed 
decisions if they want to become users and interact directly with an AIS. They should also understand the 
effects of the deployment of AI technology on their daily lives. However, it is well beyond the scope of this 
standard to discuss, let alone make suggestions on, societal concerns.

A subgroup of the general public are bystanders: persons who encounter an autonomous system without having 
any previous intention to achieve some purpose. This includes those simply observing the system function as 
well as those who may be passively impacted by it without their knowledge. For example, a person waiting at a 
train station where a mobile “customer help” system operates and serves another customer is a bystander as is 
someone entering a space which is monitored by a system using face recognition to identify occupants.

For this category of stakeholder, the levels of transparency are not progressive, i.e., fulfilment of an earlier 
level is not necessary to achieve a higher one with the exception of Level 3, which requires fulfilment of Level 
2.

Transparency requirements for the general public and bystanders are given in Table 2.

Table 2—Transparency requirements for the general public and bystanders
Level Definition

0 (lowest) No transparency
1 The system shall be clearly identifiable by either a user or a bystander as an autonomous system. This 

requirement follows a proposed Turing Red Flag law: 
       An autonomous system should be designed so that it is unlikely to be mistaken for anything 
       besides an autonomous system and should identify itself at the start of any interaction with
       another agent. (Walsh [B58]). 
This identification shall be a simple message in the case of chatbots: a watermark on machine-generated 
multimedia, the use of stickers, or other insignia. 
Moreover, it may also be that a system design is structured in such a way that its manufactured nature is 
transparent (not anthropomorphic or zoomorphic, sensors are visible, etc.).

2 The system shall provide relevant warnings about any external sensor data collected or otherwise 
recorded (e.g., audiovisual input, geopositioning data, information gathered automatically) and which 
is related to the general public and bystanders. The system’s manufacturer or operator shall provide 
documentation and/or identification graphics explaining what forms of sensor data are collected and how 
they are used, which shall be made publicly available. 
“Data which is related to general public and bystanders” refers to data from sensors in which the person is 
a feature. This level requires that the system's manufacturer or operator provides information on the types 
of data collected (i.e., metadata including, if applicable, personal data, but not the content of those data). 
See Level 4 for transparency of the data content. 
The warnings may be physical cues on the robot and its environment, showing the location of sensors, 
similar to how body-worn cameras and CCTV require a sign to be present at the area of recording. 
The warnings may also be on-screen notifications, or a QR-style code, that leads to a source of further 
information about such sensors. 
Documentation may be leaflets containing all relevant information about the data used by the system(s). 
Another example is an autonomous vehicle manufacturer that provides online publicly accessible 
documents containing lists of sensors and explanatory data.

3 All requirements of Level 2 shall be met. In addition, the documentation described in Level 2 shall also 
contain high-level descriptions of a system’s intended purpose, a defined nominal operator of that system, 
as well as contact details for the system’s owner, supervisor, or some other relevant authority where 
further information may be provided.

4 The system’s responsible user shall have a clear data-governance policy and shall accept and respond to 
data-governance related requests. 
An example of such a data-governance policy is ISO/IEC 38505-1:2017 [B29] 
The system’s owner may have an online form for data-governance requests, e.g., request of information 
stored. Once a person uses the form, the system owner receives the enquiry and processes it by returning 
an answer back to the requester.

5 (highest) As Level 4.
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5.2 Expert stakeholders who require transparency as part of their work

5.2.1 Validation and certification agencies and auditors

Software engineering distinguishes between verification and validation of software systems. This standard 
uses the term validation to encompass both these practices. It is important to note that this subclause does 
not require a system to have been verified or validated, instead it requires evidence of the verification and/or 
validation that has been undertaken, if any.

It is assumed here that many autonomous systems are subject to certification or evaluation processes in advance 
of deployment and in some cases at specific points in time after deployment in order to validate that the system 
is performing as desired. Such processes should be provided by agencies independent of the creators of the 
system. Certification might be a legal requirement (as, for instance, in the case of aircraft systems) or it might 
be a voluntary scheme providing some mark as a guarantor of quality. Similarly, assessments may be required 
by insurers and other bodies. The levels of transparency here can therefore be expected to correlate to the 
confidence such an agency can have in its determination of the quality of the system, though not necessarily 
any greater confidence in the quality of the system itself.

In general, certification, validation, and auditing are concerned with the safety and data security of a system, 
but there is no reason, in principle, why it should not also be concerned with qualities such as reliability, 
robustness, and so on. The levels of transparency are provided with this in mind.

Standards already exist for the validation of computational systems and a number of agencies already have 
reporting requirements, see for instance IEEE Std 1012 [B22] and ISO/IEC/IEEE 29119 [B31]. Nevertheless, 
autonomous systems present novel challenges to validation and are being deployed in situations where there 
is no obvious pre-existing regulatory body. This standard focuses on providing reporting requirements for 
the validation process of the whole autonomous system (that is, it focuses on the issue of the transparency 
of the validation of the autonomous system). Some of these requirements are relevant to any computational 
system, but some are of particular relevance to autonomous systems where the use of machine learning and 
embodiment are common. They may be used in conjunction with existing standards and processes and, 
indeed, the STS process outlined in Annex A may involve simply mapping existing reporting requirements 
to the appropriate transparency level. Where no pre-existing requirements exist then an STS must consider 
the appropriate level of transparency of the validation process for the application. The STS should note other 
transparency requirements in instances where there is not a perfect alignment between what a regulator 
demands and the content of this standard.

There are two aspects to the issue of transparency for validation and certification agencies. These two aspects 
are referred to as the system description and the validation description. In theory, such an agency should only 
require access to the full source code plus a physical example (in the case of a robotic system) of the system in 
order to be able to perform its own validation, but in practice it can be extremely difficult to understand how 
a system operates from only its source code (as an extreme example, it is currently impossible to adequately 
understand the functioning of a deep neural network after it has been trained). It is therefore expected that the 
work of validation and certification agents is best assisted by provision of details of any validation performed 
by the development team itself. In many cases the certification agency may be concerned primarily with 
certifying the company’s process rather than validating the actual system. In most cases, it is assumed that the 
process includes ongoing validation of the system as it was developed.

The transparency levels in this standard assume that, in general, the more detail provided for one aspect, 
the more detail will be provided for the other. For instance, there would seem to be little point providing a 
reproducible validation artifact for a system that is only described by a specification. Therefore, these levels of 
transparency assume the minimum requirement of both aspects needing to be considered at that level.
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In the transparency levels the primary concerns are with the following:

— Specifications: A specification is a description of what a system is intended to do (and not do). Without 
some sort of description of a system’s purpose it is difficult for anyone to begin to make a determination 
about whether the system has any desired properties. While it is possible for specifications to be 
detailed, elaborate, and mathematical, this is not a requirement for transparency—there just needs 
to be some statement of purpose. Complex specifications frequently require validation processes of 
their own, for instance, to determine that they genuinely describe the system that is desired. Such 
validations of specifications may well be part of the validation process disclosed to the agency.

— Properties: The properties of a system can range from informal properties, such as “is easy to use,” to 
precisely defined mathematical properties, such as “always applies the brakes within 0.5 s of detecting 
an obstacle.” For an agency to begin to make a determination of the quality of a validation process, at a 
minimum they need to know what properties were considered.

— Tests: The field of testing computational systems is mature, and many techniques exist to help 
support testing that is appropriate and likely to catch important errors in a system, including testing 
for unintended outcomes of the system operation. So-called ad hoc testing, in which a developer or 
designer simply devises some relevant tests, is widespread and commonplace and may be sufficient for 
the validation of some properties of a system. Testing can also exist at several levels. System tests are 
applied to a completed system while unit tests are applied to components within a system. For some 
levels of transparency, only details of system tests are required and not the details of every test of every 
component.

— Designs and models: Nearly all complex systems have a high-level design. This may consist of 
documents outlining the main components of the system in natural language. However, a number 
of more formal notations exist for describing designs. Often, such formal notations comprise a 
mathematical model of the system itself that are executable in some fashion; the most obvious example 
would be a model of a robot in some simulated environment. While a system model or design does 
not provide every detail of the code, they often convey enough detail that testing and/or validation 
of the design/model allows major errors in the way the system operates to be detected. Provision of 
models and designs, therefore, allow the creator of an autonomous system to provide a great deal of 
useful information to an external agency while still protecting some intellectual property. ISO/IEC/
IEEE 42010 [B32] and ISO/IEC/IEEE 42020 [B33] may be informative for architecture descriptions 
and architecture evaluation.

— Statistical Models: Many autonomous systems make use of statistical models derived from data to 
perform a range of tasks from situational awareness to full decision-making. Such models are created 
using a range of techniques including long standing statistical and optimization processes through to 
cutting-edge machine learning methods. The most well-known examples of such models are classifier 
systems used in image processing. These present challenges to validation. For instance, an object 
detection system’s specification can often be no more precise than “identifies objects as reliably as most 
humans,” and the classifier produced by the machine learning system may be difficult to understand 
even when full details of its operation are disclosed (often representing only statistical relationships 
between features of the system inputs). Many issues seen in such models arise from the data that was 
used to create them and to validate the performance of the system. There are well-documented cases 
of bias in such training data sets (e.g., sets of faces consisting primarily of young healthy people), 
leading to errors in system behavior and more general concern that a statistical model may have “blind 
spots” where no behavior has been learned for some combination of inputs. Therefore, higher levels of 
validation and certification transparency for autonomous systems that employ machine learning need 
access to training data, and access to the mechanisms by which the training data was assembled, in 
order to assess the risk of bias and omissions in the set. Data within machine learning systems may be 
in the form of a data set or encoded within models in the form of parameters or tokens. There are also 
wider concerns that such models may sacrifice fair or equitable behavior in preference for increasing 
the accuracy or optimality of some outcome. The validation of such models is a rapidly evolving field 
that includes purely technical advances in analyzing models with socio-technical techniques to assess 
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the impact of their deployment and understand the risks, particularly in terms of bias and fairness. This 
standard therefore focuses on transparency of the assessment process, explicit documentation of the 
risks as assessed, and any mitigations.

— Source Code: For the highest degrees of assurance of system behavior, an external agency may require 
access to the actual code of the system. At a minimum, this can allow such an agency to perform its 
own tests of the system, but a variety of techniques exist (including techniques based on mathematical 
proof) to assess the quality of a system based upon inspection of its code. Often, source code is difficult 
to understand for anyone except the programmer; this is one reason why it is important for agencies 
to have access to specifications and designs even when the source code is provided. This is why to 
achieve one level of transparency for validation and certification agencies and auditors, all the lower 
levels shall also be met.

— Validation Tools: Many tools exist to help with validation processes. These include tools for tracking 
the development process, the automated running of tests, running of tests on just parts of a system, 
mathematical validation of system models, assessments of the performance of machine learning, 
tools for analyzing the results of learning, and so on. Sometimes these tools may be proprietary and 
developed in-house at a particular company. For the highest level of transparency to be achieved where 
an agency is assessing a developer’s validation process, executable versions of any tools used should 
be provided so that the agency can, if desired, reproduce the validation process.

For this category of stakeholder, the levels of transparency are progressive, i.e., fulfilment of an earlier level is 
necessary to achieve a higher one.

Transparency requirements for validation and certification agencies are given in Table 3.

Table 3—Transparency requirements for validation and certification agencies
Transparency 

level
Definition

0 (lowest) No transparency
1 The system’s developers shall provide documentation containing its specification and which of its 

properties were validated. 
System Description: A specification of the decisions to be taken by the system. 
Validation Description: A description of the validation process that was followed and which 
standards were applied.

2 The system’s developers shall provide documentation containing its specification and description 
of its validation process. 
System Description: A specification of the system shall be supplied. 
Validation Description: A detailed description of the validation process shall be provided 
(including any ongoing validation processes used during system development or after 
deployment), including the specifics of system-level tests considered (where relevant). At this level 
and above, some internal validation (even if it is only ad hoc testing) shall have taken place. 
In addition to any general validation and verification information required by other certification 
processes, an analysis of the decisions to be made by the system and the validation of their 
implementation should be included.

Table continues
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Transparency 
level

Definition

3 The system’s developers shall provide documentation containing a high-level design or a 
(preferably executable) model of the system. The model may be a simulation of the final system. 
Statistical models used in the system should be documented along with the steps taken to validate 
their performance. If no models are used this should be explicitly stated. 
System Description: A high-level design or (preferably executable) model of the system shall be 
provided. This may be a simulation of the final system. 
Validation Description: An account of important issues uncovered and resolved during system 
development and/or deployment (as relevant at the time of submission) shall be provided even if 
full logs cannot be provided (e.g., because such logs are not kept). Where an analysis has taken 
place of the anticipated or actual operating conditions of the system (including unusual and 
hazardous situations) this should be provided. Where such an analysis has not taken place, this 
should be explicitly noted (with a justification, if desired). 
If statistical models are used by the system, an account shall be given of the steps taken to validate 
the performance of the model and the outcome of that validation. This account shall include 
discussion of any process undertaken to assess the possibility of unwanted bias, unfairness or 
inequity in the performance of the model, the outcome of that assessment, and steps taken to 
mitigate such issues (if any). 
The analysis of operating conditions should include any analysis of communities or environments 
that could be affected by the decisions of the system and the impact on those communities and 
environments, even where those communities and environments are not explicitly recognized as 
stakeholders. 
If no analysis of operating conditions has taken place and/or no assessment of statistical models 
has been made, this shall be stated. 
Full logs of any validation process of system decision-making should be provided if they exist, 
such as complete descriptions of test suites in terms of inputs provided and outputs observed, or 
outputs from proof tools (see Stepney and Polack [B54]). Any simulation model should itself be 
validated as providing a sufficiently high-fidelity model of the system and its environment, as 
relevant for its purposes, to allow its use in validation.

4 The system’s developers shall provide a high-level design or (preferably executable) model of the 
system. This may be a simulation of the final system. Statistical models used in the system should 
be documented. If none are used, this should be explicitly stated. 
System Description: A high-level design or (preferably executable) model of the system shall be 
provided. This may be a simulation of the final system. Where relevant, all training data used in 
learning should be provided, including descriptions of the data’s composition and provenance. 
Validation Description: All material necessary to reproduce the validation process for the final 
system shall be provided including, where relevant, executable versions of any tools used, and 
working versions of the system. In the case of a robotic system this should include a copy of the 
physical robot. Proprietary code may be provided in an executable form, provided the validation 
process remains reproducible. Where validation is being performed after deployment, the 
operational data collected as part of this validation should be provided. This shall include any 
analysis of the communities and environments affected by the system (whether intentionally or 
otherwise) and the effect observed. If no such analysis has taken place this shall be stated. It should 
be noted that for some systems it may be necessary for the certification/validation agency and 
developers to reach an agreement about data protection, and users may need to be informed about 
the use of their personal data for validation processes (including sharing it with external agencies).

5 (highest) The system’s developers shall provide the full source code, statistical models, and training data (if 
relevant), and any descriptions of the data composition and provenance. 
System Description: Full source code shall be provided, together with (where relevant) trained 
statistical models and all training data used in learning/optimization of those statistical models, 
including descriptions of the data’s composition and provenance. 
Validation Description: All material necessary to reproduce the validation process shall be 
provided including, where relevant, executable versions of any tools used, and working versions 
of the system (including physical instantiations of the system where relevant).

Table 3—Transparency requirements for validation and certification agencies (continued)
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It should be noted that this subclause is concerned only with the transparency of the validation process and the 
transparency of the system to external validators. The quality of the validation process is not of concern here; 
for example, whether specifications are well-constructed, appropriate properties are considered or the process 
is thorough.

While this subclause has concerned itself with transparency with respect to some particular agency, an 
autonomous system creator could choose to adopt these levels of transparency with regards to the general 
public, i.e., by placing system and validation descriptions somewhere publicly accessible where anyone could 
attempt to validate the system for themselves.

5.2.2 Incident investigators

If autonomous systems fail, they can cause a wide range of potential harm, from physical injury to 
psychological, economic, or environmental harm, thus processes for accident investigation are needed (see 
Winfield, Winkle, Webb, Lungs, Jirotka, and Macrae [B61]). This subclause of the standard defines the kinds 
and levels of transparency that support the work of accident (or more generally incident) investigators.

Failure of non-physical (i.e., software) systems can also cause harm. A medical diagnosis AI might, for 
instance, give the wrong diagnosis, or a credit-scoring AI might make a mistake and cause a person’s loan 
application to be rejected. Without transparency, finding out what went wrong and why is extremely difficult 
and may, in some cases, be impossible.

An excellent model of good practice exists in the well-established and trusted processes of air accident 
investigation—processes that have contributed to the safety record of modern commercial air travel. Notably, 
air accident investigation agencies have a culture of learning and data sharing across the industry.

The ability to find out what went wrong and why is not only important to accident investigators; it might also 
be important in order to establish who is responsible, for insurance purposes, or in a court of law. In addition, 
following high profile accidents, wider society needs the reassurance of knowing that problems have been 
found and fixed.

The principle underlying this subclause is that, following an incident (which might have resulted in loss, 
harm or injury), it shall be possible to trace the internal processes of an autonomous system that, over some 
time period, led to the incident. This subclause requires that a system be equipped with a logging system for 
data, capable of securely recording a time-stamped log of key system inputs, outputs, and (ideally) high-
level decisions (see Winfield and Jirotka, 2018 [B60]). In aviation, such devices are referred to as Flight Data 
Recorders, and in road vehicles they are known as Event Data Recorders. This standard adopts the term Event 
Data Recorder (EDR). The detailed specification of such an event data recorder is outside the scope of this 
standard, although for the specification of an EDR for motor vehicles refer to IEEE Std 1616-2021 [B23].

Incident Investigators are any persons or organizations tasked with discovering the root cause of an incident in 
order to make recommendations for corrective actions to prevent the future occurrence of the same or a similar 
event. Incident investigators normally have privileged (confidential) access to the system under investigation 
(or an identical copy should the system involved in the incident have been destroyed) together with designs 
and technical documentation. This standard expects that investigators also require access to information 
collected as a consequence of the transparency measures for safety certifiers set out in 5.2.1, in addition to the 
event data provided by the transparency levels defined in Table 4.

It is important to note that accident investigations are social processes of reconstruction that draw upon many 
sources of evidence including, for instance, eyewitness reports, CCTV, or other sources of video capture, 
forensic evidence, etc. Any information on the root cause of an incident collected through the transparency 
measures set out in Table 4 thus underpin and complement these other forms of evidence (see Winfield, 
Winkle, Webb, Lungs, Jirotka, and Macrae [B61]).
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For this category of stakeholder, the levels of transparency are progressive, i.e., fulfilment of an earlier level is 
necessary to achieve a higher one.

Transparency requirements for incident investigators are given in Table 4.

Table 4—Transparency requirements for incident investigators
Transparency 

level
Definition

0 (lowest) No transparency
1 A physical autonomous system such as a robot should be equipped with a video and audio 

recording device that is independent of the system’s sensing and control systems and allows 
playback of the situation around the system at the time of an incident. The external data recorded 
by such a device should be relevant to the purpose and domain of application of the autonomous 
system, and such a device should be mounted appropriately, e.g., to face the direction of movement 
of an autonomous surface vehicle. 
The attribute of being “independent” of the system means that the device must be able to record 
unmodified, correctly time-stamped, and non-modifiable data through a means that is not 
dependent on the system itself, except for charging a battery on the device that provides a source 
of power independent from the system itself. A device such as a dashcam may suffice for these 
purposes. 
Software-only systems shall be equipped with an EDR module that logs both inputs to the system 
and outputs from the system.

2 Autonomous systems shall be equipped with an EDR capable of recording a time stamped log of 
key system inputs and outputs. 
A physical system such as a robot shall be fitted with an EDR capable of securely recording a time 
stamped log of key system inputs and outputs. The EDR’s function is to continuously record the 
most recent n minutes or hours of relevant time-stamped data, including sensor data and actuator 
demands (as appropriate for the system in question). A physical EDR shall be designed and built to 
survive foreseeable accident and incident environments. 
Software-only systems shall be equipped with an EDR module that logs both inputs to the system 
and outputs from the system (as per Level 1).

3 Autonomous systems shall be equipped with an EDR designed to meet either a standard or open 
standard specification (where feasible standards exist), capable of recording a time stamped log of 
key system inputs, outputs and high-level decisions. 
A physical system, such as a robot, shall be fitted with either a physical or software EDR, as 
appropriate. The EDR’s function is to continuously record the most recent n minutes or hours of 
relevant time-stamped data, including sensor data, actuator demands and high-level decisions (as 
appropriate for the system in question). These data shall be securely stored in a standard format. In 
the event that the physical system continues to function after the incident, the EDR shall continue 
recording after the incident. A physical EDR shall be designed and built to survive foreseeable 
accident and incident environments. 
Software-only systems shall have a standard or open standard (where feasible standards exists) 
EDR module that logs inputs to the system, outputs high-level decisions from the system in a 
secure, standard format.

4 The EDR in Level 3 shall additionally store the reason, e.g., decision-making logic or mechanism, 
behind each high-level decision, in order to allow an incident investigator to determine how and 
why the system made that decision. 
For autonomous systems in which decision-making is algorithmic, this requirement should be 
achieved by inserting calls to a procedure at each decision-making point in the code; each time that 
procedure is called, it sends a record identifying the decision-making point to the EDR. An incident 
investigator uses the trace of such decisions from the EDR, alongside inspection of the code, to 
determine the logic behind system decisions. 
For autonomous systems that make use of artificial neural networks (ANNs) the determination 
of the reasons for decisions (ANN outputs for a given set of inputs) is more difficult. But, at a 
minimum, the system should periodically send the complete set of ANN connection strengths to 
the EDR in order to allow incident investigators to reconstruct the ANN in an effort to reproduce 
the sequence of outputs leading up to the incident.

5 (highest) In addition to the event data recorded to achieve Level 4, incident investigators shall be provided 
with a set of tools to assist them in reviewing and auditing that data. 
Such tools should provide visualization of the decisions made, e.g., in a tree-like format (see 
Theodorou, Wortham, and Bryson [B56]), or may even reconstruct a virtual model of the system.
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5.2.3 Expert advisors in administrative actions or litigation

Designers of autonomous systems should be cognizant of the fact that agency administrative actions, lawsuits, 
or other legal proceedings may ensue when a system’s operations directly or indirectly result in physical 
or economic harm. In such cases, the lawyers, judges, expert witnesses, and courts may require detailed 
information regarding how the system reached the state it was in when its operations resulted in harm. Without 
transparency, witnesses may be unable to provide an adequate description of the technology at issue or an 
adequate explanation of the specific system’s actions, and the lawyers may not be able to adequately develop 
and present the evidence used in the legal process. Where factual evidence is not obtained through transparent 
investigations, the evidence could lead to unreliable conclusions, agency determinations, and court decisions 
that might harm public confidence in autonomous systems technology.

This standard expects that lawyers, judges, expert witnesses, insurers, or other professionals within this 
stakeholder group will require information collected as a consequence of the transparency measures set 
out in 5.2.1 and 5.2.2, i.e., the reports of both safety certification agencies and incident investigators, as the 
basis of their advice, judgements or testimony concerning a given system. If an incident involves human 
interaction with the system, they might also require information on transparency measures that are in place for 
the user, as set out in 5.1.1. However, it is expected that these professionals will also require evidence of the 
processes under which the system was designed, manufactured, or operated. These requirements for process 
transparency are set as follows:

— Quality Management (QM) is a process that seeks to help maintain consistency of an organization’s 
product or service. QM has four main components: quality planning, quality assurance, quality control, 
and quality improvement (see Rose [B43]). QM is focused not only on product and service quality, but 
also on the means to achieve it.

— Ethical Risk Assessment (ERA) is a process that extends the envelope of risk assessment to include 
ethical risks. ERA assesses each risk of ethical harm, and the likelihood of that risk, then seeks 
ways of mitigating those risks. BS 8611:2016 [B9] provides guidelines for ethical risk assessment. 
IEEE Std 7000-2021 [B25] may also serve as a guide for this process.

— Ethical Governance is a set of processes, procedures, cultures, and values designed to help maintain 
the highest standards of behavior. Ethical governance thus goes beyond simply good (i.e., effective) 
governance, in that it inculcates ethical behaviors in both individual designers and the organizations in 
which they work (Winfield and Jirotka, 2018 [B60]).

— An Audit Trail is a chronological record, or set of records, that provides documentary evidence of an 
organization’s processes. In the context of this standard, the audit trail shall document and record all 
quality, risk assessment and control/mitigation, and ethical governance processes.

For this category of stakeholder, the levels of transparency are non-progressive, i.e., fulfilment of an earlier 
level is not necessary to achieve a higher one.
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Transparency requirements for expert advisors in administrative actions or litigation are given in Table 5.

Table 5—Transparency requirements for expert advisors in administrative actions or 
litigation

Transparency 
level

Definition

0 (lowest) No transparency
1 Documentary evidence shall be provided to show transparent reporting of quality assurance 

activities for the system. 
Evidence of this may be demonstrated by the designer/manufacturer/operator of the system being 
conformant and certified to quality management standard ISO 9001:2015 [B27] or the equivalent.

2 The designer/manufacturer/operator shall undertake a process of ethical risk assessment and control/
mitigation according to published standards such as BS 8611:2016 [B9], IEEE Std 7000-2021 
Clause 11 (the section on transparency) [B25] or the equivalent and produce risk assessment reports 
for the system in question. ISO/IEC 33000 [B28] may provide guidance with regard to capability 
levels and process models for assessment. 
Such risk assessment reports shall detail which ethical risks were identified by the assessment, the 
likely impact of those risks, and the steps that have been taken to mitigate their impact.

3 In addition to Level 2, the designer/manufacturer of the system shall apply and document an ethical 
governance framework within its product life cycle. 
See for instance the 5 pillars of ethical governance set out in Winfield and Jirotka (2018) [B60].

4 For any given system there shall be a full audit trail for all of the quality, risk assessment and control/
mitigation, and ethical governance processes in Levels 1–3 above. 
This audit trail may, for instance, form part of evidence within legal proceedings, internal 
investigations, or a public inquiry.

5 (highest) As for Level 4.
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Annex A

(informative)

A guide on how and when to use this standard
This standard has two primary functions. The first is as a tool for assessing the transparency of an autonomous 
system, and the second is as a guide to the transparency measures, for each stakeholder group, that should 
be taken into consideration during system specification and development. Note that this standard does not 
specify how the transparency measures defined here shall be implemented; only the kind of transparency each 
measure affords and how to determine whether it is present or not.

In this annex, an outline is provided on how to assess system transparency, then how to use this standard as a 
transparency design guide, and finally when to consider this standard.

A.1 How to assess system transparency
Each of the definitions for the different levels of transparency set out in Clause 5 is a testable specification 
that, for any given system, will either be met or not met. Overall system transparency is therefore assessed by 
working through each transparency level definition, for each stakeholder group in turn, to answer the yes/no 
question “Does the system meet this transparency level specification or not?” The STA checklist in Table A.1 
can assist in this process.
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Table A.1—STA template
STA 
System: 
Assessor: 
Date:

Standard Clause Level Yes/No Notes
5.1.1 Users 1   

2   
3   
4   
5   

5.1.2 General public 
and bystanders

1   
2   
3   
4   

5.2.1 Validation 
certification agencies 
and auditors

1   
2   
3   
4   
5   

5.2.2 Incident 
investigators

1   
2   
3   
4   
5   

5.2.3 Expert advisors 
in administrative 
actions or litigation

1   
2   
3   
4   

The overall transparency assessment is summarized using Table A.2.

Table A.2—STA scoresheet
STA Scoresheet 
System: 
Assessor: 
Date:

Standard Clause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC)      
5.1.2 General public and bystanders (NC)      
5.2.1 Validation and certification agencies (C)      
5.2.2 Incident investigators (C)      
5.2.3 Expert advisors in administrative actions or litigation (NC)      
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A.2 How to use this standard as a transparency design guide
There are many reasons a designer might consider designing transparency into a system. These include the 
following:

a) The system has the potential to cause harm, noting that harms could be physical, psychological, 
economic, societal, or environmental.

b) The system might capture personal information (and make decisions or recommendations based 
on that personal data) and therefore be subject to data protection regulations such as General Data 
Protection Regulation (GDPR).

c) The user should have confidence in the system; for instance, the success of the system could depend 
on a (possibly non-expert) user having high confidence in that system, and in order to build that 
confidence the user needs to gain a good understanding of what the system does, why it does it, and 
when.

d) The system will be deployed in publicly accessible buildings (e.g., shopping malls, hospitals, or 
museums) or urban spaces (e.g., streets or public parks). Users of those spaces who do not interact 
directly with the system (e.g., pedestrians, shoppers, families and children, public servants including 
police, paramedics or street cleaners) may require some understanding of what the system is and what 
it does.

e) The customer for the system (which might be a government department) writes the need for 
transparency into the System Requirements Specification and makes the award of a design contract 
subject to conformance with those transparency requirements.

f) The system design company is committed to practicing Ethically Aligned Design within a broader 
framework of Responsible Innovation and regards transparency as an important design principle for 
its products and services.

This standard has an important role as a guide for system procurers or designers who for any reason, including 
those outlined above, are considering which transparency features need to be incorporated into the system 
specification. An outline process for preparing an STS is shown in Figure A.1.

Figure A.1—Outline process for preparing an STS
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Each of the four main steps in the outline process of Figure A.1 are detailed as follows:

— Step 1: Read this standard. Before starting the process of drafting the STS, it is important to understand 
the overall transparency framework set out in this standard—especially the need to think about 
transparency needs from the perspective of the fi ve stakeholder groups.

— Step 2: Consider the transparency needs of each stakeholder group as set out in Clause 5. Each system 
will have diff erent transparency priorities, as will various stakeholders alike. As outlined previously in 
transparency design considerations a) through f), these might be transparency for: minimizing harm, 
data protection, improving user confi dence, to meet customer requirements, or as part of Ethically 
Aligned Design.

— Step 3: Decide which transparency levels are required. Not all systems will need to meet the maximum 
levels of transparency defi ned in Clause 5, and the balance of transparency needs will vary across 
stakeholder groups given the transparency priorities that apply to the system and its application under 
consideration. The decision of which transparency level is required for each stakeholder group should 
be made following an impact analysis. That impact could, for instance, be classed as high, medium, 
or low. Safety-critical autonomous systems, which have the potential to cause serious harm or injury, 
would be classed as high impact. Recommender systems (AIs that do not make decisions directly but 
instead support a human decision maker) might be classed as medium impact, while systems with 
little or no real-world consequence would be classed as low impact. High impact systems would then 
require greater transparency than medium impact, which in turn would require greater transparency 
than low impact systems. It should be noted that these impact assessments are independent across 
stakeholder groups, so a high impact for one group does not necessarily imply a high impact across 
all groups. Analysis may be required to explore the relative impact of transparency or explainability 
decisions for various groups of stakeholders. For example, the meaning of greater transparency for 
a high-impact system, such as an autonomous aircraft (drone), to bystanders, users, system owners, 
designers, and forensic analysts is quite diff erent because of their level of understanding, ability to 
infl uence the system, and the likelihood of being aff ected by system hazards. Greater transparency 
for high impact is therefore not a one-size-fi ts-all requirement. The scenarios included in Annex B are 
intended to illustrate how transparency is either measured or specifi ed in diff erent fi ctional applications 
and situations.

— Step 4: Prepare the STS. After repeating Step 2 and Step 3 for each stakeholder group, the STS can be 
drafted. An STS template is given in Table A.3.

 Table A.3—An STS template
STS Template
System:
Specifi er:
Date:
Notes on overall transparency priorities:

Standard subclause
(C = cumulative, NC = non cumulative)

Levels
(tick to indicate levels required)

1 2 3 4 5
5.1.1 Users (NC)
Notes:
5.1.2 General public and bystanders (NC)
Notes:
5.2.1 Validation and certifi cation agencies (C)
Notes:
5.2.2 Incident investigators (C)
Notes
5.2.3 Expert advisors in administrative actions or litigation (NC)
Notes:
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A.3 When to apply this standard
How this standard is best applied depends upon when in the development lifecycle the standard is taken into 
consideration. This standard may be applied at any stage, from requirements specification (as outlined in A.2), 
then at any stage during development and deployment. Given that transparency does not come “for free,” 
but needs to be designed-in, then the greatest benefit (at the lowest cost) can be gained from this standard by 
considering transparency early during the development lifecycle—the earlier the better.

Consider now how to apply this standard at different stages in a system life cycle, as follows:

— During system specification: This standard can be employed during the requirements specification 
phase in order to consider and prioritize transparency needs, then prepare an STS, as detailed in A.2. 
The STS then becomes part of the overall System Requirements Specification against which design 
can proceed.

— During design and development: Although the process of STA outlined in A.1 may be applied at any 
time during the system development phase, early application of STA is clearly advantageous as it 
enables any transparency deficits to be addressed during initial builds of the system.

— During system deployment. System transparency may be assessed (using the method in A.1) while a 
system is in use. This may be valuable to, for instance, compare the transparency of different systems 
or, following a system failure, to retrospectively assess its transparency in order to learn lessons for 
future systems.

It is important to note that the application of this standard during the design and deployment life cycles should 
not be a one-off process. Instead, this standard should be applied iteratively, for instance following major 
system revisions, or following a change in the way the system is deployed. Thus, this standard can be used 
to check and demonstrate that system updates or operational changes have not resulted in either reduced 
transparency or transparency that is no longer sufficient.
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Annex B

(informative)

Scenarios

B.1 Autonomous delivery vehicle
This fictional scenario illustrates the value of conducting a STA early in the development process.

An established and well-regarded manufacturer of robots for indoor use, including hospital portering robots, 
wishes to expand its range into Autonomous Vehicles designed to provide delivery services between local 
suppliers and their customers, including deliveries of both groceries and hot food.

The company has built a demonstrator system. Early in the design cycle they conduct a series of real-world 
trials involving a number of local suppliers including a local supermarket and two fast food outlets, and a 
panel of volunteer customers. The manufacturer regards themselves as a responsible company who fully 
understands that, to be successful, the delivery autonomous vehicle will need to be both reliable and have 
a low risk of causing harm. They conduct a STA against this standard, with the aim of considering the STA 
alongside feedback from the real-world trials. The score sheet summarizing the outcomes of that assessment 
is shown in Table B.1.

Table B.1—Autonomous delivery vehicle STA scoresheet
System: Autonomous delivery vehicle 
Assessor: Dr J Bloggs 
Date: 23 March 2021

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) X 

* 
***

X 
** 
***

X 
***

  

NOTE—Three categories of users are defines as follows: 
*Customers who have placed an order and need to interact with the autonomous vehicle in order to collect their food 
delivery. For these users simple instructions, with images and a video-clip explaining how to collect the delivery from 
the autonomous vehicle are provided when an order has been accepted and delivery confirmed. Pictorial instructions 
are clearly displayed on the vehicle and, in addition, spoken instructions are triggered when the person collecting the 
order approaches the AV: Level 1 
**Non-expert persons responsible for placing the order into the autonomous vehicle prior to sending it out for delivery. 
For these interactive training materials are provided: Level 2. 
***Domain expert users are defined here as the operators of the AV, who will monitor and supervise its operation and, 
when necessary, maintain the vehicle. Domain experts are provided with full technical documentation (Level 1), 
together with interactive training materials (Level 2) and functionality to provide a full explanation of the AVs activity 
(Level 3).
5.1.2 General public and bystanders (NC) X X    
NOTE—The autonomous vehicle is clearly identified as a robot, with warnings; it is fitted with cameras for navigation, 
with limited views such that they do not collect personal data.
5.2.1 Validation and certification agencies (C) X X    
NOTE—Transparency of validation processes up to Level 2.
5.2.2 Incident investigators (C) X X    
NOTE—The present system is equipped with a proprietary event logging system.
5.2.3 Expert advisors in administrative actions or litigation (NC) X X   

NOTE—The company has ISO 9001 [B27] accreditation or equivalent and ethical risk assessment (ERA) has been 
undertaken for the AV.
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When reviewing the STA the company notes that the transparency measures for non-expert users reflect 
the satisfaction with the information provided that was reported by them following the trials. However, the 
company noted that they had not yet conducted trials with a potential third-party operator and therefore could 
not be confident that the transparency measures for domain expert users are sufficient. By the same token the 
STA prompted the company to conduct trials with a range of bystanders in order to determine whether the 
measures in 5.1.2 are considered sufficient.

For section 5.2.2 of the STA: incident investigators, the company, and its insurers decide that Level 2 is not 
sufficient as the current proprietary event data recorder fitted does not record the reasons for the AVs decisions. 
Given that the autonomous vehicle will be operating in public spaces, safety is paramount. Thus, the ability 
to fully investigate both near-miss and actual accidents will be essential in improving both the AVs safety 
features and operational processes.

B.2 Medical diagnosis AI
This fictional scenario shows how this standard can be used to specify system transparency requirements as a 
condition of supply.

A government procurer of health technology believes that clinicians (both in general practice and in hospitals) 
would benefit from an AI-based tool to assist them in reaching diagnoses. Based upon a good understanding of 
the state of the art in diagnostic AI systems they write a specification for a Medical Diagnosis AI Recommender 
system and decide that the system should meet or exceed necessary levels of transparency as a condition of 
supply. Using this standard as a guide, they draft the following STS for the recommender, for inclusion in the 
call for tenders.

Table B.2—Medical diagnosis AI system transparency scoresheet
System: Medical diagnosis AI (recommender) system 
Specifier: Government Department of Health 
Date: 24 September 2021 
Notes on overall transparency priorities: The recommender system requires a high level of transparency for 
both its recommendations to a clinician, and for the processes used to develop the system and to validate its 
operation.

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) X X X X  
NOTE—Users are defined as clinicians in the category of domain expert users, who require a high level of under- 
standing of how the recommender system functions, including the ability to ask it to explain its recommendations.
5.1.2 General public and bystanders (NC) X X    
NOTE—This stakeholder group is less critical, since the clinician is required to explain to a patient (and family 
members, etc.) the role and purpose of the recommender system in helping to reach a diagnosis.
5.2.1 Validation and certification agencies (C) X X X X  
NOTE—Evidence of validation, including clinical trials is critical.
5.2.2 Incident investigators (C) X X X X  
NOTE—The recommender system must securely log all recommendations, including the reasons for those 
recommendations, to support incident investigations, noting that an incident investigation may be triggered by a 
clinician raising concerns about the system’s recommendations.
5.2.3 Expert advisors in administrative actions or litigation (NC) X X X X X

NOTE—The fullest possible evidence of best practice quality management, development, and governance processes in the 
supplier is required.
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The Department of Health includes the STS (Table B.2) in the call for tenders for the recommender system. 
The call requires suppliers to demonstrate compliance by detailing the following in their bids:

a) How the transparency measures required have been implemented

b) IEEE 7001 STAs that clearly show that the transparency measures meet or exceed the specifications in 
IEEE Std 7001-2021 (Table B.2).

B.3 Content moderation for AI
This fictional scenario shows how this standard can be used to specify system transparency requirements as a 
condition of supply.

A video hosting website has been accused by activists of using keywords to prevent monetization of potentially 
objectionable or controversial content. The activists attempted to reverse-engineer the algorithm and have 
created a list of keywords that they believe can trigger the content moderation algorithms to demonetize 
content. To mitigate a potential scandal and lawsuits, and to satisfy legislators, the video hosting website 
decides to apply this standard on transparency as a draft specification for their engineers, to more transparently 
communicate the decision-making processes of their content moderation systems.

Table B.3—Content moderation for AI system transparency scoresheet
System: Content moderation AI system 
Specifier: Video hosting website 
Date: 11th November 2021 
Notes on overall transparency priorities: The Content Moderation AI System requires a high degree of 
transparency for legislators and auditors, but with less transparency for the general public, due to concerns of 
bad actors finding exploits.

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) X X X   
NOTE—Users are defined as content creators, who are non-expert users. They require a medium level of under- 
standing of how the system functions, including the ability to ask the system to explain its decisions, or to pre- 
emptivelyinterrogate if something is likely to be deemed problematic.
5.1.2 General public and bystanders (NC) X     
NOTE—This stakeholder group is defined as content consumers, who are only indirectly affected by potential issues 
relating to content moderation and related monetization.
5.2.1 Validation and certification agencies (C) X X X   
NOTE—Evidence of validation of the algorithm is important for illustrating good faith, and they require a medium 
range of information.
5.2.2 Incident investigators (C) X X X X  
NOTE—Incident investigators and auditors should have privileged access to the mechanisms, in order to better 
ascertainif they are fair and appropriate or are harming any interests unfairly.
5.2.3 Expert advisors in administrative actions or litigation (NC) X X X X X
NOTE—Legal and legislative concerns may demand, or subpoena confidential information related to the system in the 
line of their duties.

The video hosting website includes the STS (Table B.3) in the specification for the content moderation AI 
system. The specification requires engineers to demonstrate compliance by detailing, in their bids a) how 
the transparency measures required can be implemented and b) IEEE 7001 STAs that clearly show that the 
transparency measures meet or exceed the IEEE 7001 specification (Table B.3).
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B.4 Credit scoring system
This fictional scenario shows how this standard can be used to specify system transparency requirements as a 
condition of supply.

A credit scoring technology wishes to illustrate to loan applicants, service users, and legislators that their 
technologies are open and safe. The credit scoring company decides to apply this standard on transparency as 
a draft specification for their engineers to more transparently communicate the decision-making processes of 
their content moderation systems.

Table B.4—Credit scoring system transparency scoresheet
System: Credit scoring system 
Specifier: Loans company 
Date: 11th November 2021 
Notes on overall transparency priorities: The Credit Scoring System requires a high degree of transparency for 
legislators and auditors, but with less transparency for the general public, due to concerns of bad actorsgaming 
the system.

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) X 

*
X 
* 
**

X 
*

  

NOTE—Two categories of user are defines as follows: 
*Loan applicants, who are non-expert users. Transparency is very important to this group as the assessment is of their 
own particulars, and they deserve a chance to understand why they have been assessed in a particular way, and to seek 
redress in the event that information is incorrect or is assessed unfairly. 
**Operators of the credit scoring system who are assessing potential clients for creditworthiness, which may also be 
applied as a proxy for trust in scenarios not related to credit per se. These are expert domain users.
5.1.2 General public and bystanders (NC) X     
NOTE—The system requires there to be less transparency for the general public due to concerns of bad actors gaming 
the system.
5.2.1 Validation and certification agencies (C) X X X X  
NOTE—Evidence of validation and certification to a high degree is essential, given the sensitivity of the system.
5.2.2 Incident investigators (C) X X X X X
NOTE—The credit scoring system must securely log all recommendations, including the reasons for those 
recommendations, to support incident investigations, noting that an incident investigation may be triggered by an 
operator, watchdog, or ombudsman raising concerns about CSS’s recommendations.
5.2.3 Expert advisors in administrative actions or litigation (NC) X X X X X

NOTE—Legislators should have highly privileged access to information, as loss of economic franchise based on a protected 
characteristic may be unlawful.

The loans company includes the STS (Table B.4) in the specification for the credit scoring system. The 
specification requires engineers to demonstrate compliance by detailing, in their bids a) show the transparency 
measures required can be implemented and b) IEEE 7001 STAs that clearly show that the transparency 
measures meet or exceed the IEEE 7001 specification in Table B.4.

B.5 Security robot
This fictional scenario shows how this standard can be used to specify system transparency requirements as a 
condition of supply.

A security company wishes to deploy a new security robot system that must prioritize public safety without 
being easily exploitable or gamed. The security company decides to use this standard on transparency as a 
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draft specification for their engineers to more transparently communicate the decision-making processes of 
their security systems.

Table B.5—Security robot system transparency scoresheet
System: Security robot 
Specifier: Security company 
Date: 11th November 2021 
Notes on overall transparency priorities: The security robot requires a high degree of transparency for 
legislators and auditors, but with less transparency for the general public, due to concerns of criminals 
finding exploits.

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) X X X   
NOTE—Users are defined as deployers and administrators of the security robot, who may be site managers, or who 
may be a third-party contractor. They require a medium level of understanding of how the guard bot functions, 
including the ability to ask it to explain its protocols or predict its behavior in a given situation, and repair simple faults. 
These are superusers.
5.1.2 General public and bystanders (NC) X X    
NOTE—This stakeholder group is important to bear in mind for matters of public safety, though this group is 
potentially adversarial, and so warrants less disclosure.
5.2.1 Validation and certification agencies (C) X X X X  
NOTE—Electromechanical devices that could potentially cause serious injury warrant a high degree of certification 
and oversight.
5.2.2 Incident investigators (C) X X X X X
NOTE—The security robot securely logs all actions and behavior of self, and other agencies in the vicinity. With 
regards to the behavior of the systems itself, it should log the reasons why it made a certain appraisal, prediction, 
decision, or action. Investigation may be called in the case of an altercation causing alarm and distress or injury.
5.2.3 Expert advisors in administrative actions or litigation (NC) X X X X X

NOTE—Legal and legislative concerns may demand, or subpoena confidential information related to the robot in the line 
of their duties.

The security company includes the STS (Table B.5) in the specification for the security robot. The specification 
requires engineers to demonstrate compliance by detailing in their bids a) how the transparency measures 
required can be implemented and b) IEEE 7001 STAs that clearly show that the transparency measures meet or 
exceed the IEEE 7001 specification above (Table B.5).

B.6 Medical decision support system
This fictional scenario shows how this standard can be used to assess system transparency in two similar 
systems in a similar context, in this case that of a medical decision support system (Med DSS).

This scenario is focused on a Med DSS that uses a machine learning (ML) algorithm to provide recommendations 
regarding who should receive a kidney transplant within a group of compatible patients. Two cases vary in the 
degree of automation complexity and human oversight. In both cases, if a wrong decision is made, there may 
be severe consequences for the patient and others who might have received the organ transplant. Thus, the 
decision is characterized by high criticality.

In both cases, the training data set used for initially training the model came from patients aged 18 to 35 
enrolled in an NHS trial in the UK. Thus, the DSS recommendation might be biased. Additionally, in both 
cases, the DSS uses the following profiling approach: a particular gene complex is associated with better 
outcomes. The system finds associated genotypic factors and uses this in decision making.
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B.6.1 System Version 1

In the first case, the DSS uses an algorithm that is comprehensible to developers of the algorithm but not 
the end-users. The DSS uses specific data inputs known to influence kidney transplant success rates (e.g., 
age, hospital facilities, and distance to a donor) to make a recommendation. There is a significant oversight 
by humans on the performance of the DSS. The DSS is acting as part of a team with human consultants/
clinicians who provide specialist expertise. Where traditional processes would refer the decision to a team of 
five clinicians, the decision is now made by four clinicians and the recommendations of the algorithm. The 
algorithm uses patterns based on the training data and is not provided with additional information. Table B.6 is 
a worked example of the transparency assessment of this system.

Table B.6—Med DSS Version 1 system transparency scoresheet
STA 
System: Med DSS 
Assessor: 
Date:
Standard subclause Level Yes/No Notes
5.1.1 Users 
Users in this case 
are the hospital 
clinicians 
involved in the 
kidney transplant 
process (domain 
expert users)

1 Yes The users are provided with documentation including general 
principles of operation and the source of the training data set

2 Yes Clinicians have available interactive training material to rehearse 
interactions

3 Yes Clinicians can query the system to receive an explanation of recent 
activity

4 Yes Clinicians can receive information on what the system would do in a 
given situation

5 Yes Clinicians are provided with continuous on-demand explanation of 
behavior. However, this does not include access to training data 
because this contains sensitive medical information

5.1.2 General public 
and bystanders

1 Yes The general public (including patients) are aware that an AI is a member 
of the clinical team

2 No No information is given to patients on data collected
3 No No information is given to patients on the system purpose, goes and

operation
4 No There is no data-governance policy

5.2.1 Validation 
and certification 
agencies and 
auditors

1 Yes Documentation containing specification and which of its properties were
validated is available

2 Yes Documentation containing validation processes is available
3 Yes Documentation containing a high-level design of the system is 

available including composition and provenance of training data
4 Yes Documentation containing a high-level design of the system is 

available including composition and provenance of training data
5 Yes The full source code including profiling information is available.

5.2.2 Incident 
investigators

1 Yes The system logs both inputs and outputs of the system
2 Yes The system logs both inputs and outputs of the system
3 Yes The system logs inputs, outputs and high-level decisions in a secure, 

standard format
4 Yes As Level 3 with the addition of the likely reasons for the decisions
5 Yes As Level 4 with the addition of tools to audit the data

5.2.3 Expert 
advisors in 
administrative 
actions or litigation

1 Yes Documentary evidence of quality management standard compliance is 
available

2 Yes An explicit process of ethical risk assessment and control/mitigation has 
been undertaken

3 No The designer/manufacturer of the system did not apply a documented 
and transparent ethical governance framework

4 No An audit trail is not present
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B.6.2 System Version 2

In the second case, the Med DSS uses an algorithm that is not easily comprehensible to domain expert end-
users. The learning algorithm collects large volumes of patient data including biometrics, longitudinal health 
information for that patient, and other kidney recipients not normally accessible to the clinicians. The system 
processes this information to deliver recommendations. Clinicians define a list of 10 compatible patients and 
then the algorithm makes the selection of which patient from that list receives the transplant. There is limited/
minor oversight by humans on the performance of the DSS. Decisions are reviewed regularly to validate the 
process. The algorithm uses patterns based on training data and additional information on the prevalence of 
this gene across different ethnicities. Table B.7 shows the information from the second case described above:

Table B.7—Med DSS Version 2 system transparency scoresheet
STA 
System: Med DSS 
Assessor: 
Date:
Standard subclause Level Yes/No Notes
5.1.1 Users 
Users in this case 
are the hospital 
clinicians 
involved in the 
kidney transplant 
process (domain 
expert users)

1 Yes The users are provided with documentation including general 
principles of operation and the source of the training data set.

2 Yes Clinicians have available interactive training material to rehearse 
interactions

3 No It is not possible to receive a brief and immediate explanation of the 
deep learning algorithm’s decision-making process

4 No It is not possible to receive a brief and immediate explanation of the 
deep learning algorithm’s decision-making process

5 No Clinicians are not provided with continuous on-demand explanation of
behavior or access to training data that contains sensitive medical 
information

5.1.2 General public 
and bystanders

1 No The general public will not be aware of this system.
2 No No information is given to patients on data collected.
3 No No information is given to patients on the system purpose, goals, and 

operation.
4 No There is no data-governance policy.

5.2.1 Validation 
and certification 
agencies and 
auditors

1 Yes Documentation containing specification and which of its properties 
werevalidated is available

2 Yes Documentation containing validation processes is available
3 Yes Documentation containing a high-level design of the system is 

available including composition and provenance of training data
4 Yes Documentation containing a high-level design of the system is 

available including composition and provenance of training data
5 Yes The full source code including profiling information is available.

5.2.2 Incident 
investigators

1 Yes The system logs both inputs and outputs of the system
2 Yes The system logs both inputs and outputs of the system
3 Yes The system logs inputs, outputs and high-level decisions in a secure, 

standard format
4 No Reasons for the decisions are not available
5 No No tools to audit the data are available

5.2.3 Expert 
advisors in 
administrative 
actions or litigation

1 Yes Documentary evidence of quality management standard compliance is 
available

2 Yes An explicit process of ethical risk assessment and control/mitigation has 
been undertaken

3 Yes The designer/manufacturer of the system applied a documented and 
transparent ethical governance framework.

4 No An audit trail is not present.
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B.6.2.1 Overall transparency assessment

The overall transparency assessment is summarized using the Table B.8.

Table B.8—Overall system transparency scoresheet
STA Scoresheet 
System: 
Assessor: 
Date:

IEEE Std 7001-2021 subclause 
(C = cumulative, NC = non cumulative)

Levels 
(tick to indicate level is met)

1 2 3 4 5
5.1.1 Users (NC) (System 1) X X X X X
5.1.1 Users (NC) (System 2) X X    
5.1.2 General public and bystanders (System 1) X     
5.1.2 General public and bystanders (System 2)      
5.2.1 Validation certification agencies (C) (System 1) X X X X X
5.2.1 Validation and certification agencies (C) (System 2) X X X X X
5.2.2 Incident investigators (C) System 2) X X X X X
5.2.2 Incident investigators (C) (System 2) X X X   
5.2.3 Expert advisors in administrative actions or litigation (System 1) X X    
5.2.3 Expert advisors in administrative actions or litigation (System 2) X X X   

B.7 Increasing levels of mainline railway automation

B.7.1 Background

This fictional scenario based on a real context shows, via a rail example, the need for transparency and how 
this need grows as operation moves from automated with human oversight (human delegated or supervised) 
to fully autonomous.

Rail systems already have significant levels of automation, right up to what is known as Unattended Train 
Operation [(UTO), Grade of Automation level 4 (GoA4) under the IEC Standard for Communications Based 
Train Control (CBTC) (see Schifers and Hans [B48])] where all functions, including door operation, are 
performed by the control system and there is no crew on the train at all, even for emergencies. Such systems 
are already common on metros and people movers. These are normally “closed” (the route is largely in a 
tunnel or elevated) where they are at ground level and they are protected by substantial fences. Train speeds are 
relatively low. There are no level crossings of any kind, and platforms are often protected by platform screen 
doors (PSDs) such that all access to the track/guide-way is controlled. The systems are usually geographically 
constrained, so emergency and recovery response can be provided in a timely manner from off-route resources. 
These systems are currently based on validated software produced by conventional programming.

Increasingly there is a desire to apply automation to mainline railways, and it can be difficult to explain to non-
railway people why this is much harder.

One of rail's competitive advantages is that a steel wheel on a steel rail has a very low rolling resistance and 
therefore trains are generally energy efficient if effectively loaded.

The downside of this feature is that this also leads to low available friction, particularly if the rails are wet 
and or contaminated, meaning very long stopping distances. As a result, at any significant speed, control 
systems are required that give drivers and/or automatic driving systems information about the status of things 
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happening beyond visual range. Protection from conflicting routes is provided by interlocking systems based 
on highly validated conventional algorithms (often using formal methods). Driver/system observance of route 
commands (signals, where lineside signaling is retained) is enforced by Automatic Train Protection (ATP), 
a highly validated computer system based on calculated braking curves and limited movement authorities 
(generated by validated algorithms).

Hazards that the driver can see may lead to some control action (principally application of the brakes, since 
there is no steering) or issuance of a warning by sounding the horn but the effect of this may only be mitigation 
rather than prevention and there are circumstances where such action could make matters worse.

Mainline railways are rarely closed; indeed only a few railways have a duty to fence the track (the UK being 
one) and, apart from on modern high-speed lines, there are often both vehicle and footpath level (at grade) 
crossings. The greatest level of harm on most mainline railways is trespass and suicide, followed by level-
crossing collisions/incidents. Despite being “open” systems, access to the track for emergency vehicles can be 
quite challenging with long track lengths through rural areas.

Recognizing these issues, there is a current tendency to propose solutions based on Automatic Train Operation 
(ATO), where the system drives the train but a human is retained in the cab for monitoring and secondary 
safety. It is further suggested that as the LIDAR and imaging technologies being developed for autonomous 
road vehicles mature, the human driver will be able to be replaced. This leads to a number of both technical 
and ethical issues and drives a need for high levels of transparency in any AI system developed and deployed.

For instance, if a person is in close proximity to the track, a very finely nuanced decision may be required to 
predict that person’s intent and level of concentration. Are they distracted (for instance looking at their phone 
with their earphones in)? Are they moving at a pace where they will likely come into conflict or likely be clear 
before the train arrives? Do they have anything with them that could cause additional issues like a baby buggy 
(stroller). Have they seen the train and are clearly waiting for it to pass or are they looking at the train and 
moving in a way that might mean they are contemplating suicide? All of that evaluation has to be achieved in a 
very limited time period against a high level of near-field and far-field clutter and under all lighting conditions, 
including in the dark with headlights.

Drivers get a feel for such things, and it may be challenging to build and operate a self-learning system that can 
mirror that. While some of these detection issues are common to autonomous road vehicles the inability to stop 
before any item of interest introduces a very different kind of complexity. Trains cannot steer away; the only 
control available to the driver or the automatic system is the brake. If the emergency brake is applied, under 
current design philosophies the ATO will disengage, and a number or conditions need to be met to re-engage 
it. Thus, a high false alarm rate would potentially be very disruptive without a design change to the ATO 
philosophy, which would have other implications. On the other hand, application of the brakes might avoid or 
substantially mitigate a potential accident. But braking if a vehicle approaching a crossing looks like it is not 
going to stop might encourage a road driver to gamble, and a train hitting a car can be much more damaging 
than a car hitting the barrier or even the side of a train. Additionally, sounding the warning horn too often may 
be considered a noise nuisance and create an adverse reaction, particularly if the need for the warnings cannot 
be fully explained and justified. Balancing the need for early detection with a low false alarm rate will be very 
challenging. Further, glancing blows with people or animals are relatively common, and these might be quite 
hard to detect. Someone being found injured (or having died of their injuries near the lineside) sometime after 
the event without any warning flag could cause a significant public outcry and require a detailed independent 
investigation that would expect and could be aided by transparency regarding the sensor data, the system’s 
resultant actions, and, where appropriate, interaction with human drivers/operators.

So, transparency in what the system sensors saw and the resulting decisions will be essential in investigating 
any accidents or incidents on a regular basis, not just occasionally. Such information will also need to be stored 
in a secure manner for at least several days as it may not be immediately apparent that an incident has occurred. 
New routes will have specific features that will have to be learned and accommodated and, if there is an 

Authorized licensed use limited to: Anish Samuel. Downloaded on September 18,2024 at 04:16:08 UTC from IEEE Xplore.  Restrictions apply. 



IEEE Std 7001-2021
IEEE Standard for Transparency of Autonomous Systems

44
Copyright © 2022 IEEE. All rights reserved.

incident, it will be very important to understand whether a wrong decision was made or whether the situation 
was simply unavoidable.

The scene should also recognize the potential upsides in that this task needs to be performed in all weather and 
at night, so a number of available sensors may offer a potential improvement in detection accuracy over the 
human eye aided only by headlights.

B.7.2 Two cases in which this standard might be used

B.7.2.1 AI assists the driver

An AI system provides assistance to a human train supervisor who makes the final decision as to whether to 
apply the brakes, sound the horn, or report an incident to ‘control.’ This case has three potential sub-cases, as 
follows:

a) The AI system does not generate an alert, nor does the human operator see anything, but an incident 
occurs.

b) The AI system generates an alert, but the human operator does not heed it, and an incident occurs.

c) The AI system generates an alert, and the human operator responds to it in a timely manner, but an 
incident still occurs.

In each of these cases transparency will be needed to understand why the system responded (or did not 
respond) in the way it did. Cases b) and c) will have related sub-cases where there was an alert, but an incident 
was avoided. In these cases, while there may be no pressing need for investigation, transparency may still 
be required to support performance improvement. So, consider how this standard can be applied in this case 
(Table B.9).
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Table B.9—AI assistance system transparency scoresheet
System: ATO with AI driver assistance 
Assessor: A Safety Engineer 
Date: xx.xx.xx

IEEE Std 7001-2021 subclause Level Yes/No Notes
5.1.1 Users: Drivers (domain expert 
users) and their train operating 
company employers (safety duty 
holder) (mix of domain expert and 
superusers), train owners, train 
builders (superusers)

1 Y All
2 Y All
3 Y All
4 Y Builders/owners and certain operating company 

employees (superusers)
5 N  

5.1.2 General public and bystanders: 
In this case, they may be directly 
 impacted

1 Y People will likely seek to be assured that system 
performance is at least as good as for a human alone

2 N  
3 N  
4 N  

5.2.1 Validation and certification 
agencies and auditors

1 Y  
2 Y  
3 Y  
4 Y Assessors may wish to test performance “what if’”
5 N  

5.2.2 Incident investigators 1 Y  
2 Y  
3 Y  
4 N  
5 N  

5.2.3 Expert advisors in 
administrative actions or litigation

1 Y  
2 Y  
3 Y  
4 N  

NOTE—While the human driver remains the final arbiter, the focus is likely to be on their professionalism and what 
alerts the system gives to support their decisions rather than the detail of why the system gave that alert. Detailed 
assessment of system performance is likely to be confined to safety/engineering professionals maintaining or 
developing the system. Human factors will play an important part in terms of the degree to which the driver becomes 
dependent on the system and potentially loses concentration.

B.7.2.2 AI replaces the driver

In this case (see Table B.10), AI completely replaces the human driver and makes braking decisions, sounds 
the horn, and reports incidents. Recording and analysis may be required even where no brake or horn demand 
is generated to allow undetected incidents to be analyzed. Thus, the recording demands will be very high.
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Table B.10—AI replacement system transparency scoresheet
System: ATO with AI oversight 
Assessor: A safety engineer 
Date: xx.xx.xx

IEEE Std 7001-2021 subclause Level Yes/No Notes
5.1.1 Users: Train operating company 
(safety duty holder)(mix of domain 
expert and superusers), train owners, 
train builders (superusers).

1 Y All
2 Y All
3 Y All
4 Y Builders/owners and certain operating company 

employees (superusers)
5 Y Train builders/System designers

5.1.2 General public and bystanders: 
In this case, they may be directly 
impacted

1 Y People will likely seek to be assured that system 
performance is not degraded

2 Y Technical press/media may demand this level of 
explanation

3 N  
4 N  

5.2.1 Validation and certification 
agencies and auditors

1 Y  
2 Y  
3 Y  
4 Y  
5 Y A quantitative assessment of capability may be required

5.2.2 Incident investigators 1 Y  
2 Y  
3 Y  
4 Y  
5 Y Particularly for undetected incidents, there will need to 

be an understanding of what would have changed the
outcome.

5.2.3 Expert advisors in 
administrative actions or litigation

1 Y  
2 Y  
3 Y  
4 Y Particularly for undetected incidents, there will need to 

be an understanding of what would have changed the 
outcome.

NOTE—Striking a balance between achieving something better than a human driver and demanding similar levels of 
quantitative assurance to the Interlocking and ATP systems is likely to be challenging and early incidents have a high 
probability of being tested in court.

B.8 Vehicle emissions measurement and mitigation system
This fictional scenario (see Table B.11) describes a case where an auto manufacturer is developing a cheaper 
but cleaner engine that will be capable of using either diesel or gasoline when its electric engine is depleted. 
The vehicle emissions subsystem is classified as Level 4, Fully Autonomous [4.2, item d)]. While vehicles 
involved are not driverless in today’s implementation, drivers have no direct control over the functioning 
of this subsystem. Using this standard as a guide, they draft the following STS for the vehicle’s prospective 
emissions measurement and mitigation system suppliers. The specification would be included in its Call for 
tenders/Request for proposals.
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 Table B.11—Vehicle emissions measurement and mitigation system transparency 
scoresheet

System: Vehicle Emissions Measurement and Mitigation System
Specifi er: Vehicle Engine Manufacturer
Date: 18 January 2020
Notes on overall transparency priorities: Transparency is helpful for public health and well-being and
for enterprises to avoid costly litigation or personal criminal liability.

IEEE Std 7001-2021 subclause
(C = cumulative, NC = non cumulative)

Levels
(tick to indicate levels required)

 1 2 3 4 5
5.1.1 Users (NC) X

*
X
*

X
**

X
**

 

Users are defi ned as:
*Drivers and classed as domain expert users. Impact on driver-operator versus driver-owner is similar but 
not identical. ISO 9001:2015 [B27] is not required, but a certifi cation that the vehicle is compliant with air 
quality regulations and does not exceed the sustainability goals generally accepted for this class of vehicle. 
Any additional maintenance required (e.g., diesel exhaust fl uid, fi lter replacement) shall be explained at 
Level 2 or better.
**Another potential category of users, in this case, may be internal expert quality assurance and testers. 
These users require access to Levels 3 and 4 of transparency, even if users, i.e., drivers, do not.
5.1.2 General public and bystanders (NC) X X    
NOTE—Polluted air impacts even non-driver, non-owners; this includes health impacts on children, fl ora,
and fauna, as well as indirect, out-of-area impacts due to climate change. A public statement of the Vehicle
Emissions Measurement and Mitigation System environmental impact and how it was achieved in lay
terms is to be provided.
5.2.1 Validation and certifi cation agencies (C) X X X X  
NOTE—Evidence of validation by air quality and safety regulators is to be provided. Given that the 
Vehicle Emissions Measurement and Mitigation System measures as well as implements air quality and 
fuel effi  ciency controls, the supplier should deliver transparent explanations of how measurements can be
externally validated against third party tools. These are to be kept current as new versions of the Vehicle
Emissions Measurement and Mitigation System are released by the supplier.
5.2.2 Incident investigators (C) X X X X  
NOTE—Resources, such as on-vehicle “black boxes,” should provide suffi  cient data to assess 
Vehicle Emissions Measurement and Mitigation System compliance with its performance claims.
5.2.3 Expert advisors in administrative actions or
litigation (NC)

X X X X X

NOTE—Vehicle Emissions Measurement and Mitigation System transparency should take into account its
impact on both enterprise legal counsel and external counsel in the case of litigation. This category extends
to expert witnesses that may be need to provide testimonies related to the quality and testing procedures of
the system.
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